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[^0]Nonholonomic systems are control systems which depend linearly on the control. Their underlying geometry is the sub-Riemannian geometry, which plays for these systems the same role as Euclidean geometry does for linear systems. In particular the usual notions of approximations at the first order, that are essential for control purposes, have to be defined in terms of this geometry. The aim of these notes is to present these notions of approximation and their link with the metric tangent structure in sub-Riemannian geometry.

## 1 Geometry of nonholonomic systems

Let $M$ be a smooth $n$-dimensional manifold.

### 1.1 Nonholonomic systems

A nonholonomic system on $M$ is a control system which is of the form

$$
\begin{equation*}
\text { ( } \Sigma \text { ) } \quad \dot{q}=\sum_{i=1}^{m} u_{i} X_{i}(q), q \in M, \quad u=\left(u_{1}, \ldots, u_{m}\right) \in \mathbb{R}^{m} \tag{1}
\end{equation*}
$$

where $X_{1}, \ldots, X_{m}$ are $C^{\infty}$ vector fields on $M$.
A path $\gamma:[0, T] \rightarrow M$ is a trajectory of (1) if there exists a function $u(\cdot) \in L^{1}\left([0, T], \mathbb{R}^{m}\right)$, called a control law associated to $\gamma$, such that $\gamma$ is solution of the ordinary differential equation:

$$
\dot{q}(t)=\sum_{i=1}^{m} u_{i}(t) X_{i}(q(t)), \quad t \in[0, T] .
$$

Equivalently, a trajectory is an absolutely continuous path $\gamma$ on $M$ such that $\dot{\gamma}(t) \in \Delta(\gamma(t))$ for almost every $t \in[0, T]$, where we have set, for every $q \in M$,

$$
\begin{equation*}
\Delta(q)=\operatorname{span}\left\{X_{1}(q), \ldots, X_{m}(q)\right\} \subset T_{q} M . \tag{2}
\end{equation*}
$$

### 1.2 Sub-Riemannian distances

A nonholonomic system induces a distance on $M$ in the following way. We first define the sub-Riemannian metric associated to (1) to be the function $g: T M \rightarrow \overline{\mathbb{R}}$ given by: for every $q \in M$ and $v \in T_{q} M$,

$$
\begin{equation*}
g(q, v)=\inf \left\{u_{1}^{2}+\cdots+u_{m}^{2}: \sum_{i=1}^{m} u_{i} X_{i}(q)=v\right\} \tag{3}
\end{equation*}
$$

where we adopt the convention that $\inf \emptyset=+\infty$. This function $g$ is smooth and satisfies:

- $g(q, v)=+\infty$ if $v \notin \Delta(q)$,
- $g$ restricted to $\Delta(q)$ is a positive definite quadratic form.

Such a metric allows to define a distance in the same way as in Riemannian geometry. The length of an absolutely continuous path $\gamma(t), t \in[0, T]$, is

$$
\operatorname{length}(\gamma)=\int_{0}^{T} \sqrt{g(\gamma(t), \dot{\gamma}(t))} d t
$$

Note that only trajectories of (11) may have a finite length. Finally, the subRiemannian distance on $M$ associated to the nonholonomic system (1) is defined by

$$
d(p, q)=\inf \text { length }(\gamma),
$$

where the infimum is taken over all absolutely continuous path $\gamma$ joining $p$ to $q$ (the fact that $d$ is actually a distance will be proved in subsection 2.2). In particular, if no trajectory joins $p$ to $q, d(p, q)=+\infty$.

The distance $d$ so defined does not always meet the classical notion of sub-Riemannian distance arising from a sub-Riemannian manifold. Let us recall the latter definition.

A sub-Riemannian manifold $\left(M, D, g_{R}\right)$ is a smooth manifold $M$ endowed with a sub-Riemannian structure $\left(D, g_{R}\right)$, where:

- $D$ is a distribution on $M$, that is a subbundle of $T M$;
- $g_{R}$ is a Riemannian metric on $D$, that is a smooth function $g_{R}: \Delta \rightarrow \mathbb{R}$ which restrictions to $D(q)$ are positive definite quadratic forms.

The sub-Riemannian metric associated to $\left(D, g_{R}\right)$ is the function $g_{S R}: T M \rightarrow$ $\overline{\mathbb{R}}$ given by

$$
g_{S R}(q, v)= \begin{cases}g_{R}(q, v) & \text { if } v \in D(q)  \tag{4}\\ +\infty & \text { otherwise }\end{cases}
$$

The sub-Riemannian distance $d_{S R}$ on $\left(M, D, g_{R}\right)$ is then defined from $g_{S R}$ as above.

What is the difference between the two constructions, that is between the definitions (3) and (4) of a sub-Riemannian metric?

Consider a sub-Riemannian structure $\left(D, g_{R}\right)$. Locally, on some open subset $U$, there exist vector fields $X_{1}, \ldots, X_{m}$ which values at each point $q \in U$ form an orthonormal basis of $D(q)$ for the quadratic form $g_{R}$; the metric $g_{S R}$ associated to $\left(D, g_{R}\right)$ then coincides with the metric $g$ associated to $X_{1}, \ldots, X_{m}$. Thus, locally, there is a one-to-one correspondence between
sub-Riemannian structures and nonholonomic systems for which the rank of $\Delta(q)=\operatorname{span}\left\{X_{1}(q), \ldots, X_{m}(q)\right\}$ is constant.

However in general this correspondence does not hold globally since, for topological reasons, a distribution of rank $m$ may not always be generated by $m$ vector fields on the whole $M$. Conversely, the vector fields $X_{1}, \ldots, X_{m}$ of a nonholonomic system do not always generate a linear space $\Delta(q)$ of constant rank. It may even be impossible, again for topological reasons (for instance, on an even dimensional sphere).

A way to conciliate both notions is to generalize the definition of subRiemannian structure.
Definition. A generalized sub-Riemannian structure on $M$ is a triple $\left(E, \sigma, g_{R}\right)$ where

- $E$ is a vector bundle over $M$;
- $\sigma: E \rightarrow T M$ is a morphism of vector bundles;
- $g_{R}$ is a Riemannian metric on $E$.

To a generalized sub-Riemannian structure is associated a metric defined, for $q \in M$ and $v \in T_{q} M$, by

$$
g_{S R}(q, v)=\inf \{g(q, u): u \in E(q), \sigma(u)=v\} .
$$

The length of absolutely continuous paths and the generalized sub-Riemannian distance $d_{S R}$ associated to ( $E, \sigma, g_{R}$ ) are defined as above.

This definition of sub-Riemannian distance actually contains the two notions of distance we have introduced before.

- Take $E=M \times \mathbb{R}^{m}, \sigma: E \rightarrow T M, \sigma(q, u)=\sum_{i=1}^{m} u_{i} X_{i}(q)$ and $g_{R}$ the Euclidean metric on $\mathbb{R}^{m}$. The resulting generalized sub-Riemannian distance is the distance associated to the nonholonomic system (1).
- Take $E=D$, where $D$ is a distribution on $M, \sigma: D \hookrightarrow T M$ the inclusion, and $g_{R}$ a Riemannian metric on $D$. We recover the distance associated to the sub-Riemannian structure ( $D, g_{R}$ ).
Locally, a generalized sub-Riemannian structure can always be defined by a single finite family $X_{1}, \ldots, X_{m}$ of vector fields, and so by a nonholonomic system (without rank condition). It actually appears that it is also true globally (see ABB12], or [DLPR12] for the fact that a sub-module of $T M$ is finitely generated): any generalized sub-Riemannian distance may be associated to a nonholonomic system.

In these notes, we will always consider a sub-Riemannian distance $d$ associated to a nonholonomic system. However, as noticed above, all the results hold for a generalized sub-Riemannian distance.

## 2 Controllability

As previously, $M$ is a smooth $n$-dimensional manifold and $V F(M)$ denotes the set of smooth vector fields on $M$.

### 2.1 The Chow-Rashevsky Theorem

Let $\dot{q}=\sum_{i=1}^{m} u_{i} X_{i}(q)$ be a nonholonomic system on $M$. We define $\Delta^{1}$ to be the subset of $V F(M)$ generated by $X_{1}, \ldots, X_{m}$,

$$
\Delta^{1}=\operatorname{span}\left\{X_{1}, \ldots, X_{m}\right\}
$$

For $s \geq 1$, define $\Delta^{s+1}=\Delta^{s}+\left[\Delta^{1}, \Delta^{s}\right]$, where we have set $\left[\Delta^{1}, \Delta^{s}\right]=$ $\operatorname{span}\left\{[X, Y]: X \in \Delta^{1}, Y \in \Delta^{s}\right\}$. The Lie algebra generated by $X_{1}, \ldots, X_{m}$ is defined to be $\operatorname{Lie}\left(X_{1}, \ldots, X_{m}\right)=\bigcup_{s \geq 1} \Delta^{s}$. Due to the Jacobi identity, it is the smallest linear subspace of $V F(M)$ containing $X_{1}, \ldots, X_{m}$ which is left invariant by Lie brackets.

Let us denote by $I=i_{1} \cdots i_{k}$ a multi-index of $\{1, \ldots, m\}$, and by $|I|=k$ the length $I$. We set

$$
X_{I}=\left[X_{i_{1}},\left[\ldots,\left[X_{i_{k-1}}, X_{i_{k}}\right] \ldots\right]\right.
$$

With these notations, $\Delta^{s}=\operatorname{span}\left\{X_{I}:|I| \leq s\right\}$.
For $q \in M$, we set $\operatorname{Lie}\left(X_{1}, \ldots, X_{m}\right)(q)=\left\{X(q): X \in \operatorname{Lie}\left(X_{1}, \ldots, X_{m}\right)\right\}$, and, for $s \geq 1, \Delta^{s}(q)=\left\{X(q): X \in \Delta^{s}\right\}$. Both of them are linear subspaces of $T_{q} M$.
Definition. We say that the vector fields $X_{1}, \ldots, X_{m}$ satisfy Chow's Condition if, $\forall q \in M, \operatorname{Lie}\left(X_{1}, \ldots, X_{m}\right)(q)=T_{q} M$.

Equivalently, for any $q \in M$, there exists an integer $r=r(q)$ such that $\operatorname{dim} \Delta^{r}(q)=n$.

This property is also known as Lie algebra rank condition (LARC), and as Hörmander condition (in the context of PDE).

Lemma 2.1. Let $p$ be a point in $M$ and $\mathcal{A}_{p}$ be the set of points joined to $p$ by a trajectory of (11). If $X_{1}, \ldots, X_{m}$ satisfy Chow's Condition, then $\mathcal{A}_{p}$ is a neighbourhood of $p$.

Proof. Let us work in a small neighbourhood $U \subset M$ of $p$ that we identify with a neighbourhood of 0 in $\mathbb{R}^{n}$.

Let $\phi_{t}^{i}$ be the flow of the vector field $X_{i}$. The curves $t \mapsto \phi_{t}^{i}(q)$ are trajectories and we have

$$
\phi_{t}^{i}=\mathrm{id}+t X_{i}+o(t) .
$$

Define then $\phi_{t}^{i j}$ as the commutator of flows, that is

$$
\phi_{t}^{i j}=\left[\phi_{t}^{i}, \phi_{t}^{j}\right]=\phi_{-t}^{j} \circ \phi_{-t}^{i} \circ \phi_{t}^{j} \circ \phi_{t}^{i} .
$$

It is a well-known fact that $\phi_{t}^{i j}=\operatorname{id}+t^{2} X_{i j}+o\left(t^{2}\right)$.
For a multi-index $I=i J$, we define by induction the local diffeomorphisms $\phi_{t}^{I}=\left[\phi_{t}^{i}, \phi_{t}^{J}\right]$. Thus $\phi_{t}^{I}(q)$ is the endpoint of a trajectory. Moreover it results from the Campbell-Hausdorff formula that

$$
\phi_{t}^{I}=\mathrm{id}+t^{|I|} X_{I}+o\left(t^{|I|}\right) .
$$

To obtain a diffeomorphism which derivative with respect to the time is exactly $X_{I}$, we set

$$
\psi_{t}^{I}= \begin{cases}\phi_{t^{1 /|I|}}^{I} & \text { if } t \geq 0, \\ \phi_{-|t|^{/|I|}}^{I} & \text { if } t<0 \text { and }|I| \text { is odd }, \\ {\left[\phi_{|t|^{1 /|I|} \mid}^{J} \phi_{\left.|t|^{1 /|I|}\right]}^{i}\right]} & \text { if } t<0 \text { and }|I| \text { is even. }\end{cases}
$$

We have

$$
\begin{equation*}
\psi_{t}^{I}=\mathrm{id}+t X_{I}+o(t), \tag{5}
\end{equation*}
$$

and $\psi_{t}^{I}(q)$ is the endpoint of a trajectory.
Let us choose now commutators $X_{I_{1}}, \ldots, X_{I_{n}}$ which values at $p$ span $T_{p} M$. It is possible since $X_{1}, \ldots, X_{m}$ satisfy Chow's Condition. Introduce the map $\varphi$ defined on a small neighbourhood $\Omega$ of 0 in $\mathbb{R}^{n}$ by

$$
\varphi\left(t_{1}, \ldots, t_{n}\right)=\psi_{t_{n}}^{I_{n}} \circ \cdots \circ \psi_{t_{1}}^{I_{1}}(p) \in M .
$$

Due to (5), this map is $C^{1}$ near 0 and its derivative at 0 is invertible. This implies that $\varphi$ is a local $C^{1}$-diffeomorphism and so that $\phi(\Omega)$ contains a neighbourhood of $p$.

Now, for every $t \in \Omega, \varphi(t)$ results from a concatenation of trajectories, the first one issued from $p$. It is then the endpoint of a trajectory starting from $p$. Therefore $\phi(\Omega) \subset \mathcal{A}_{p}$, which implies that $\mathcal{A}_{p}$ is a neighbourhood of $p$.

Theorem 2.2 (Chow-Rashevsky's theorem). If $M$ is connected and if $X_{1}, \ldots, X_{m}$ satisfy Chow's Condition, then any two points of $M$ can be joined by a trajectory, and so $d<\infty$.

Proof. Let $p \in M$. If $q \in \mathcal{A}_{p}$, then $p \in \mathcal{A}_{q}$. As a consequence, $\mathcal{A}_{p}=\mathcal{A}_{q}$ for any $q \in M$ and the lemma above then implies that $\mathcal{A}_{p}$ is an open set. Hence the manifold $M$ is covered by the union of the sets $\mathcal{A}_{p}$ that are disjointed from each other. Since $M$ is connected, there is only one such open set.

Remark. This theorem appears also as a consequence of the Orbit Theorem (Sussmann, Stefan): each set $\mathcal{A}_{p}$ is a connected immersed submanifold of $M$ and, at each point $q \in \mathcal{A}_{p}, \operatorname{Lie}\left(X_{1}, \ldots, X_{m}\right)(q) \subset T_{q} \mathcal{A}_{p}$. Moreover, when the rank of the Lie algebra is constant on $M$, both spaces are equal: $\operatorname{Lie}\left(X_{1}, \ldots, X_{m}\right)(q)=T_{q} \mathcal{A}_{p}$.

Thus, when the Lie algebra generated by $X_{1}, \ldots, X_{m}$ has constant rank, Chow's Condition is not restrictive: it is indeed satisfied on each $\mathcal{A}_{p}$ by the restriction to the manifold $\mathcal{A}_{p}$ of the vector fields $X_{1}, \ldots, X_{m}$.

### 2.2 Topological structure of $(M, d)$

The proof of Lemma 2.1 gives a little bit more than the openness of $\mathcal{A}_{p}$. For $\varepsilon$ small enough, any $\phi_{t}^{i}(q), 0 \leq t \leq \varepsilon$ is a trajectory of length $\varepsilon$. Thus $\varphi\left(t_{1}, \ldots, t_{n}\right)$ is the endpoint of a trajectory of length less than $N\left(\left|t_{1}\right|^{1 /\left|I_{1}\right|}+\right.$ $\cdots+\left|t_{n}\right|^{1 /\left|I_{n}\right|}$, where $N$ counts the maximal number of concatenations involved in the $\psi_{t}^{I_{i}}$,s. This gives an upper bound for the distance:

$$
\begin{equation*}
d(p, \varphi(t)) \leq N\left(\left|t_{1}\right|^{1 /\left|I_{1}\right|}+\cdots+\left|t_{n}\right|^{1 /\left|I_{n}\right|}\right) . \tag{6}
\end{equation*}
$$

This kind of estimates of the distance in function of local coordinates plays an important role in sub-Riemannian geometry. However here $\left(t_{1}, \ldots, t_{n}\right)$ are not local coordinates: $\varphi$ is only a $C^{1}$-diffeomorphism, not a smooth diffeomorphism.

Let's try to replace $\left(t_{1}, \ldots, t_{n}\right)$ by local coordinates. Choose local coordinates $\left(y_{1}, \ldots, y_{n}\right)$ centered at $p$ such that $\left.\frac{\partial}{\partial y_{i}}\right|_{p}=X_{I_{i}}(p)$. The map $\varphi^{y}=y \circ \varphi$ is a $C^{1}$-diffeomorphism between neighbourhoods of 0 in $\mathbb{R}^{n}$, and its differential at 0 is $d \varphi_{0}^{y}=\operatorname{Id}_{\mathbb{R}^{n}}$.

Denoting by $\|\cdot\|_{\mathbb{R}^{n}}$ the Euclidean norm on $\mathbb{R}^{n}$, we obtain, for $\|t\|_{\mathbb{R}^{n}}$ small enough, $y_{i}(t)=t_{i}+o\left(\|t\|_{\mathbb{R}^{n}}\right)$. The inequality (6) becomes

$$
d\left(p, q^{y}\right) \leq N^{\prime}\|y\|_{\mathbb{R}^{n}}^{1 / r},
$$

where $q^{y}$ denotes the point of coordinates $y$ and $r=\max _{i}\left|I_{i}\right|$. This inequality allows to compare $d$ to a Riemannian distance.

Let $g^{R}$ be a Riemannian metric on $M$, and $d_{R}$ the associate Riemannian distance. On a compact neighbourhood of $p$, there exists a constant $c>0$ such that $g\left(X_{i}, X_{i}\right)(q) \leq c^{-1}$, which implies $c d_{R}(p, q) \leq d(p, q)$. Moreover we have $d_{R}\left(p, q^{y}\right) \geq C s t\|y\|_{\mathbb{R}^{n}}$. We then obtain a first estimate of the subRiemannian distance.

Theorem 2.3. Assume $X_{1}, \ldots, X_{m}$ satisfy Chow's Condition. For any Riemannian metric $g^{R}$, we have, for $q$ close enough to $p$,

$$
c d_{R}(p, q) \leq d(p, q) \leq C d_{R}(p, q)^{1 / r}
$$

where $c, C$ are positive constants and $r$ is an integer such that $\Delta_{p}^{r}=T_{p} M$.
Remark. If we choose for $g^{R}$ a Riemannian metric which is compatible with $g$, that is $\left.g^{R}\right|_{\Delta}=g$, then by construction $d_{R}(p, q) \leq d(p, q)$.

As a consequence the sub-Riemannian distance $d$ is $1 / r$-Hölder with respect to any Riemannian distance, and so continuous.

Corollary 2.4. If $X_{1}, \ldots, X_{m}$ satisfy Chow's Condition, then the topology of the metric space $(M, d)$ is the original topology of $M$.

Remark. The converse of Chow's theorem is false in general. Consider for instance the nonholonomic system in $\mathbb{R}^{3}$ defined by $X_{1}=\partial_{x}, X_{2}=\partial_{y}+f(x) \partial_{z}$ where $f(x)=e^{-1 / x^{2}}$ for positive $x$ and $f(x)=0$ otherwise. The associated sub-Riemannian distance is finite whence $X_{1}, \ldots, X_{m}$ do not satisfy Chow's Condition. Moreover the topology of the metric space is different from the canonical topology of $\mathbb{R}^{3}$.

However, for an analytic nonholonomic system (that is when $M$ and the vector fields $X_{1}, \ldots, X_{m}$ are in the analytic category), Chow's Condition is equivalent to the finiteness of the distance.

## 3 First-order approximations

Consider a nonholonomic system $\dot{q}=\sum_{i=1}^{m} u_{i} X_{i}(q)$ on a manifold $M$ and the induced sub-Riemannian distance $d$. The infinitesimal behaviour of a nonholonomic system should be captured by an approximation to the first-order. However the latter notion has to be carefully defined. Take for instance the usual notion of order at a point $p$, that is the one induced by the differential structure of the manifold $M$. The first-order approximation at $p$ of the $X_{1}, \ldots, X_{m}$ is the family of constant vector fields $X_{1}(p), \ldots, X_{m}(p)$ (defined in coordinates on a neighbourhood of $p$ ). Being constant, these vector fields can of course not satisfy Chow's Condition, and so can not reflect the local properties of the nonholonomic system, except in the trivial case where $\Delta(p)=T_{p} M$.

In this section we will then revisit the notion of first-order approximation and construct the basis of an infinitesimal calculus adapted to the nonholonomic systems. The basic concept is the one of nonholonomic order of a function at a point. We will then see that approximations to the first-order appear as nilpotent approximations, $X_{1}, \ldots, X_{m}$ being approximated by vector fields that generate a nilpotent Lie algebra.

The whole section is concerned with local objects. We then fix a point $p \in$ $M$ and an open neighbourhood $U$ of $p$ that we identify with a neighbourhood
of 0 in $\mathbb{R}^{n}$ in some local coordinates. We also assume that $X_{1}, \ldots, X_{m}$ satisfy Chow's Condition.

### 3.1 Nonholonomic orders

Definition. Let $f: M \rightarrow \mathbb{R}$ be a continuous function. The nonholonomic order of $f$ at $p$, denoted by $\operatorname{ord}_{p}(f)$, is the real number defined as:

$$
\operatorname{ord}_{p}(f)=\sup \left\{s \in \mathbb{R}: \quad f(q)=O\left(d(p, q)^{s}\right)\right\} .
$$

This order is always nonnegative. We have $\operatorname{ord}_{p}(f)=0$ if $f(p) \neq 0$, and $\operatorname{ord}_{p}(f)=+\infty$ if $f(p) \equiv 0$.

In the Euclidean case, that is when $M=\mathbb{R}^{n}, m=n$, and $X_{i}=\partial_{x_{i}}$, nonholonomic orders coincide with the usual vanishing orders of the analysis. At $x=0$, it is the smallest degree of the monomials which appears with a nonzero coefficient in the Taylor series

$$
f(x) \sim \sum c_{\alpha} x_{1}^{\alpha_{1}} \ldots x_{n}^{\alpha_{n}}
$$

of $f$ at 0 . We will see now that there exists an analogous characterization of nonholonomic orders.

Let $C^{\infty}(p)$ denote the set of germs of smooth functions at $p$. For a function $f \in C^{\infty}(p)$, we call nonholonomic derivatives of order 1 of $f$ the Lie derivatives $X_{1} f, \ldots, X_{m} f$. We call further $X_{i}\left(X_{j} f\right), X_{i}\left(X_{j}\left(X_{k} f\right)\right), \ldots$ the nonholonomic derivatives of $f$ of order 2, 3,.... The nonholonomic derivative of order 0 of $f$ at $p$ is $f(p)$.

Proposition 3.1. Let $f \in C^{\infty}(p)$. Then $\operatorname{ord}_{p}(f)$ is the biggest integer $k$ such that all nonholonomic derivatives of $f$ of order smaller than $k$ vanish at $p$. Moreover,

$$
f(q)=O\left(d(p, q)^{\operatorname{ord}_{p}(f)}\right)
$$

Proof. The proposition results from the two following facts:
(i) if $\ell$ is an integer such that $\ell<\operatorname{ord}_{p}(f)$, then all nonholonomic derivatives of $f$ of order $\leq \ell$ vanish at $p$;
(ii) if $\ell$ is an integer such that all nonholonomic derivatives of $f$ of order $\leq \ell$ vanish at $p$, then $f(q)=O\left(d(p, q)^{\ell+1}\right)$.

Let us first prove point (i). Let $\ell$ be an integer such that $\ell<\operatorname{ord}_{p}(f)$. We write a nonholonomic derivative of $f$ of order $k \leq \ell$ as

$$
\left(X_{i_{1}} \ldots X_{i_{k}} f\right)(p)=\left.\frac{\partial^{k}}{\partial t_{1} \cdots \partial t_{k}} f\left(e^{t_{k} X_{i_{k}}} \circ \cdots \circ e^{t_{1} X_{i_{1}}}(p)\right)\right|_{t=0} .
$$

The point $q=e^{t_{k} X_{i_{k}}} \circ \cdots \circ e^{t_{1} X_{i_{1}}}(p)$ is the endpoint of a trajectory of length $\left|t_{1}\right|+\cdots+\left|t_{n}\right|$. Therefore, $d(p, q) \leq\left|t_{1}\right|+\cdots+\left|t_{n}\right|$.

Since $k \leq \ell<\operatorname{ord}_{p}(f)$, there exists a real number $s>0$ such that $f(q)=O\left(\left(\left|t_{1}\right|+\cdots+\left|t_{n}\right|\right)^{k+s}\right)$. This implies that

$$
\left(X_{i_{1}} \ldots X_{i_{k}} f\right)(p)=\left.\frac{\partial^{k}}{\partial t_{1} \cdots \partial t_{k}} f(q)\right|_{t=0}=0
$$

Thus point (i) is proved.
The proof of point (ii) goes by induction on $\ell$.
For $\ell=0$, assume that all nonholonomic derivatives of $f$ of order $\leq 0$ vanish at $p$, that is $f(p)=0$. Choose any Riemannian metric on $M$ and denote by $d_{R}$ the associated Riemannian distance on $M$. There holds $f(q) \leq$ Cst $d_{R}(p, q)$ near $p$. By Theorem [2.3, this implies $f(q) \leq C s t d(p, q)$, and so property (ii) for $\ell=0$.

Assume that, for a given $\ell \geq 0$, (ii) holds for any function $f$ (induction hypothesis) and take a function $f$ such that all its nonholonomic derivatives of order $<\ell+1$ vanish at $p$.

Observe that, for $i=1, \ldots, m$, all the nonholonomic derivatives of $X_{i} f$ of order $<\ell$ vanish at $p$. Indeed, $X_{i_{1}} \ldots X_{i_{k}}\left(X_{i} f\right)=X_{i_{1}} \ldots X_{i_{k}} X_{i} f$. Applying the induction hypothesis to $X_{i} f$ yields $X_{i} f(q)=O\left(d(p, q)^{\ell}\right)$. In other terms, there exist positive constants $C_{1}, \ldots, C_{m}$ such that, for $q$ close enough to $p$,

$$
X_{i} f(q) \leq C_{i} d(p, q)^{\ell}
$$

Fix now a point $q$ near $p$. There exists a minimizing curve $\gamma(\cdot)$ joining $p$ to $q$, which can be assumed of velocity one.This means that $\gamma$ satisfies

$$
\dot{\gamma}(t)=\sum_{i=1}^{m} u_{i}(t) X_{i}(\gamma(t)) \quad \text { for a.e. } t \in[0, T], \quad \gamma(0)=p, \gamma(T)=q,
$$

with $\sum_{i} u_{i}^{2}(t)=1$ a.e. and $d(p, q)=$ length $(\gamma)=T$. Actually every sub-arc of $\gamma$ is also clearly minimizing, so $d(p, \gamma(t))=t$ for any $t \in[0, T]$.

To estimate $f(q)=f(\gamma(T))$, we compute the derivative of $f(\gamma(t))$ with respect to $t$ :

$$
\begin{aligned}
\frac{d}{d t} f(\gamma(t)) & =\sum_{i=1}^{m} u_{i}(t) X_{i} f(\gamma(t)) \\
\Rightarrow\left|\frac{d}{d t} f(\gamma(t))\right| & \leq \sum_{i=1}^{m}\left|u_{i}(t)\right| C_{i} d(p, \gamma(t))^{\ell} \leq C t^{\ell}
\end{aligned}
$$

where $C=C_{1}+\cdots+C_{m}$. Integrating this inequality between 0 and $t$ yields

$$
|f(\gamma(t))| \leq|f(p)|+\frac{C}{\ell+1} t^{\ell+1}
$$

We have $f(p)=0$ since it is the nonholonomic derivative of $f$ of order 0 . Finally, at $t=T=d(p, q)$, we obtain

$$
|f(q)| \leq \frac{C}{\ell+1} T^{\ell+1}
$$

which concludes the proof of (ii).
As a consequence, the nonholonomic order of a smooth (germ of) function is given by the formula:
$\operatorname{ord}_{p}(f)=\min \left\{s \in \mathbb{N}: \exists i_{1}, \ldots, i_{s} \in\{1, \ldots, m\}\right.$ s.t. $\left.\left(X_{i_{1}} \ldots X_{i_{s}} f\right)(p) \neq 0\right\}$, where as usual we adopt the convention that $\min \emptyset=+\infty$.

It is clear now that any function in $C^{\infty}(p)$ vanishing at $p$ is of order $\geq 1$. Moreover, the following basic computation rules are satisfied: for every functions $f, g$ in $C^{\infty}(p)$ and every real number $\lambda \neq 0$,

$$
\begin{aligned}
\operatorname{ord}_{p}(f g) & \geq \operatorname{ord}_{p}(f)+\operatorname{ord}_{p}(g) \\
\operatorname{ord}_{p}(\lambda f) & =\operatorname{ord}_{p}(f) \\
\operatorname{ord}_{p}(f+g) & \geq \min \left(\operatorname{ord}_{p}(f), \operatorname{ord}_{p}(g)\right)
\end{aligned}
$$

Notice that the first inequality is actually an equality. However the proof of this fact requires an additional result (see Proposition 3.2).

The notion of nonholonomic order extends to vector fields. Let $V F(p)$ denote the set of germs of vector fields at $p$.

Definition. Let $X \in \operatorname{VF}(p)$. The nonholonomic order of $X$ at $p$, denoted by $\operatorname{ord}_{p}(X)$, is the relative integer defined as:

$$
\operatorname{ord}_{p}(X)=\sup \left\{\sigma \in \mathbb{R}: \operatorname{ord}_{p}(X f) \geq \sigma+\operatorname{ord}_{p}(f), \quad \forall f \in C^{\infty}(p)\right\}
$$

The order of a differential operator is defined in exactly the same way.
The fact that $\operatorname{ord}_{p}(X) \in \mathbb{Z}$ arises from the fact that the order of a smooth function is an integer. Note also that the null vector field is of infinite order, $\operatorname{ord}_{p}(0)=+\infty$.

The order of a function coincides with its order as a differential operator acting by multiplication. We have then the following properties, for every vector fields $X, Y$ and every function $f \in C^{\infty}(p)$ :

$$
\begin{aligned}
\operatorname{ord}_{p}([X, Y]) & \geq \operatorname{ord}_{p}(X)+\operatorname{ord}_{p}(Y) \\
\operatorname{ord}_{p}(f X) & \geq \operatorname{ord}_{p}(f)+\operatorname{ord}_{p}(X) \\
\operatorname{ord}_{p}(X) & \leq \operatorname{ord}_{p}(X f)-\operatorname{ord}_{p}(f) \\
\operatorname{ord}_{p}(X+Y) & \geq \min \left(\operatorname{ord}_{p}(X), \operatorname{ord}_{p}(Y)\right)
\end{aligned}
$$

As already noticed for functions, the second inequality is in fact an equality. This is not the case for the first inequality (take for instance commuting nonzero vector fields).

As a consequence, $X_{1}, \ldots, X_{m}$ are of order $\geq-1,\left[X_{i}, X_{j}\right]$ of order $\geq-2$, and more generally, if $X$ belongs to the set $\operatorname{Lie}^{k}\left(X_{1}, \ldots, X_{m}\right)$, then it is of order $\geq-k$.

Note that in the Euclidean case (that is, when $M=\mathbb{R}^{n}, m=n$, and $X_{i}=\partial_{x_{i}}$ ), the nonholonomic order of a constant differential operator is the negative of its usual order. For instance $\partial_{x_{i}}$ is of nonholonomic order -1 . Actually, every vector field that do not vanish at $p$ is of nonholonomic order -1 .
Example 3.1 (Heisenberg case). Consider the following vector fields on $\mathbb{R}^{3}$ :

$$
X_{1}=\partial_{x}-\frac{y}{2} \partial_{z} \quad \text { and } \quad X_{2}=\partial_{y}+\frac{x}{2} \partial_{z} .
$$

At 0 , the coordinates $x$ and $y$ are of order 1 and $z$ is of order 2 since $X_{1} x(0)=$ $X_{2} y(0)=1, X_{1} z(0)=X_{2} z(0)=0$, and $X_{1} X_{2} z(0)=1 / 2$. These relations also imply $\operatorname{ord}_{0}\left(X_{1}\right)=\operatorname{ord}_{0}\left(X_{2}\right)=-1$. Finally, the bracket $\left[X_{1}, X_{2}\right]=\partial_{z}$ is of order -2 since $\left[X_{1}, X_{2}\right] z=1$.

We are now in a position to precise the meaning of first-order approximation.

Definition. A family of $m$ vector fields $\widehat{X}_{1}, \ldots, \widehat{X}_{m}$ defined near $p$ is called a first-order approximation of $X_{1}, \ldots, X_{m}$ at $p$ if the vector fields $X_{i}-\widehat{X}_{i}$, $i=1, \ldots, m$, are of order $\geq 0$ at $p$.

In particular the order at $p$ defined by the vector fields $\widehat{X}_{1}, \ldots, \widehat{X}_{m}$ coincides with the one defined by $X_{1}, \ldots, X_{m}$ : for any $f \in C^{\infty}(p)$ of order greater than $k-1$,

$$
\left(X_{i_{1}} \ldots X_{i_{s}} f\right)(q)=\left(\widehat{X}_{i_{1}} \ldots \widehat{X}_{i_{s}} f\right)(q)+O\left(d(p, q)^{\operatorname{ord}_{p}(f)-s+1}\right) .
$$

To go further in the characterization of orders and approximations, we need suitable systems of coordinates.

### 3.2 Privileged coordinates

We have introduced in subsection 2.1 the sets of vector fields $\Delta^{s}$, defined as $\Delta^{s}=\operatorname{span}\left\{X_{I}:|I| \leq s\right\}$. Since $X_{1}, \ldots, X_{m}$ satisfy Chow's Condition, the values of these sets at $p$ form a flag of subspaces of $T_{p} M$ :

$$
\begin{equation*}
\Delta^{1}(p) \subset \Delta^{2}(p) \subset \cdots \subset \Delta^{r-1}(p) \nsubseteq \Delta^{r}(p)=T_{p} M \tag{7}
\end{equation*}
$$

where $r=r(p)$ is called the degree of nonholonomy at $p$.
Set $n_{i}(p)=\operatorname{dim} \Delta^{i}(p)$. The integer list $\left(n_{1}(p), \ldots, n_{r}(p)\right)$ is called the growth vector at $p$. The first integer $n_{1}(p)$ is the rank of the family $\left(X_{1}(p), \ldots, X_{m}(p)\right)$ and the last one $n_{r}(p)=n$ is the dimension of the manifold $M$.

Let $s \geq 1$. By abuse of notations, we continue to write $\Delta^{s}$ for the map $q \mapsto \Delta^{s}(q)$. This map $\Delta^{s}$ is a distribution if and only if $n_{s}(q)$ is constant on $M$. We then distinguish two kind of points.

Definition. The point $p$ is a regular point if the growth vector is constant in a neighbourhood of $p$. Otherwise, $p$ is a singular point.

Thus, near a regular point, all maps $\Delta^{s}$ are locally distributions.
The structure of the flag (7) may also be described by another sequence of integers. We define the weights at $p, w_{i}=w_{i}(p), i=1, \ldots, n$, by setting $w_{j}=s$ if $n_{s-1}(p)<j \leq n_{s}(p)$ (we have set $n_{0}=0$ ). In other terms, we have

$$
\begin{array}{r}
w_{1}=\cdots=w_{n_{1}}=1, w_{n_{1}+1}=\cdots=w_{n_{2}}=2, \cdots \\
\qquad w_{n_{r-1}+1}=\cdots=w_{n_{r}}=r .
\end{array}
$$

The weights at $p$ form an increasing sequence $w_{1}(p) \leq \cdots \leq w_{n}(p)$ which is constant near $p$ if and only if $p$ is a regular point.

Example 3.2. The Heisenberg case in $\mathbb{R}^{3}$ given in example 3.1 has a growth vector which is equal to $(2,3)$ at every point. All points of $\mathbb{R}^{3}$ are then regular. The weights at any point are $w_{1}=w_{2}=1, w_{3}=2$.
Example 3.3 (Martinet case). Consider the following vector fields on $\mathbb{R}^{3}$ :

$$
X_{1}=\partial_{x} \quad \text { and } \quad X_{2}=\partial_{y}+\frac{x^{2}}{2} \partial_{z}
$$

The growth vector is equal to $(2,2,3)$ on the plane $\{y=0\}$, and to $(2,3)$ elsewhere. As a consequence, the set of singular points is the plane $\{y=0\}$. The weights are $w_{1}=w_{2}=1, w_{3}=2$ at regular points, and $w_{1}=w_{2}=1$, $w_{3}=3$ at singular ones.

Example 3.4. Consider the vector fields on $\mathbb{R}^{3}$

$$
X_{1}=\partial_{x} \quad \text { and } \quad X_{2}=\partial_{y}+f(x) \partial_{z}
$$

where $f$ is a smooth function on $\mathbb{R}$ which admits every positive integer $n \in \mathbb{N}$ as a zero with multiplicity $n$ (such a function exists and can even be chosen in the analytic class thanks to the Weierstrass factorization theorem). Every point $(n, y, z)$ is then singular and the weights at these points are $w_{1}=w_{2}=$ $1, w_{3}=n+1$. As a consequence the degree of nonholonomy $w_{3}$ is unbounded on $\mathbb{R}^{3}$.

Let us give some basic properties of the growth vector and of the weights.

- At a regular point, the growth vector is a strictly increasing sequence: $n_{1}(p)<\cdots<n_{r}(p)$. Indeed, if $n_{s}(q)=n_{s+1}(q)$ in a neighbourhood of $p$, then $\Delta^{s}$ is locally an involutive distribution and so $s=r$. As a consequence, at a regular point $p$, the jump between two successive weights is never greater than $1, w_{i+1}-w_{i} \leq 1$, and there holds $r(p) \leq$ $n-m+1$.
- For every $s$, the map $q \mapsto n_{s}(q)$ defines a lower semi-continuous function from $M$ to $\mathbb{N}$. Therefore the regular points form an open and dense subset of $M$.
- For every $i=1, \ldots, n$, the weight $w_{i}(\cdot)$ is an upper semi-continuous function. It is in particular the case for the degree of nonholonomy $r(\cdot)=w_{n}(\cdot)$, that is $r(q) \leq r(p)$ for $q$ near $p$. As a consequence $r(\cdot)$ is bounded on any compact subset of $M$.
- The degree of nonholonomy may be unbounded on $M$ (see example 3.4 above). Thus the finiteness of a sub-Riemannian distance is a non decidable problem: the computation of an infinite number of brackets may be needed to decide if Chow's Condition is satisfied.
However in the case (important in practice) of polynomial vector fields on $\mathbb{R}^{n}$, it can be shown that the degree of nonholonomy is bounded by a universal function of the degree $d$ of the polynomials (see Gab95, GJR98]):

$$
r(x) \leq 2^{3 n^{2}} n^{2 n} d^{2 n}
$$

The meaning of the sequence of weights is best understood in terms of basis of $T_{p} M$. Choose first vector fields $Y_{1}, \ldots, Y_{n_{1}}$ in $\Delta^{1}$ which values at $p$ form a basis of $\Delta^{1}(p)$. Choose then vector fields $Y_{n_{1}+1}, \ldots, Y_{n_{2}}$ in $\Delta^{2}$ such that the values $Y_{1}(p), \ldots, Y_{n_{2}}(p)$ form a basis of $\Delta^{2}(p)$. For each $s$, choose
$Y_{n_{s-1}+1}, \ldots, Y_{n_{s}}$ in $\Delta^{s}$ such that $Y_{1}(p), \ldots, Y_{n_{s}}(p)$ form a basis of $\Delta^{s}(p)$. We obtain in this way a family of vector fields $Y_{1}, \ldots, Y_{n}$ such that

$$
\left\{\begin{array}{l}
Y_{1}(p), \ldots, Y_{n}(p) \text { is a basis of } T_{p} M,  \tag{8}\\
Y_{i} \in \Delta^{w_{i}}, i=1, \ldots, n
\end{array}\right.
$$

A family of $n$ vector fields satisfying (8) is called an adapted frame at $p$. The word "adapted" means "adapted to the flag (7)", since the values at $p$ of an adapted frame contain a basis $Y_{1}(p), \ldots, Y_{n_{s}}(p)$ of each subspace $\Delta^{s}(p)$ of the flag. By continuity, at a point $q$ close enough to $p$, the values of $Y_{1}, \ldots, Y_{n}$ still form a basis of $T_{q} M$. However, if $p$ is singular, this basis may be not adapted to the flag (7) at $q$.

Let us exhibit now the relation between weights and orders. We write first the tangent space as a direct sum:

$$
T_{p} M=\Delta^{1}(p) \oplus \Delta^{2}(p) / \Delta^{1}(p) \oplus \cdots \oplus \Delta^{r}(p) / \Delta^{r-1}(p),
$$

where $\Delta^{s}(p) / \Delta^{s-1}(p)$ denotes a supplementary of $\Delta^{s-1}(p)$ in $\Delta^{s}(p)$, and take a local system of coordinates $\left(y_{1}, \ldots, y_{n}\right)$. The dimension of each space $\Delta^{s}(p) / \Delta^{s-1}(p)$ is equal to $n_{s}-n_{s-1}$, so we can assume that, up to a reordering, we have $d y_{j}\left(\Delta^{s}(p) / \Delta^{s-1}(p)\right) \neq 0$ for $n_{s-1}<j \leq n_{s}$.

Take an integer $j$ such that $0<j \leq n_{1}$. From the above assumption, there holds $d y_{j}\left(\Delta^{1}(p)\right) \neq 0$. There exists then $X_{i}$ such that $d y_{j}\left(X_{i}(p)\right) \neq 0$. Since $d y_{j}\left(X_{i}\right)=X_{i} y_{j}$ is a first-order nonholonomic derivative of $y_{j}$, we have $\operatorname{ord}_{p}\left(y_{j}\right) \leq 1=w_{j}$.

Take now an integer $j$ such that $n_{s-1}<j \leq n_{s}$ for $s>1$, that is $w_{j}=s$. Since $d y_{j}\left(\Delta^{s}(p) / \Delta^{s-1}(p)\right) \neq 0$, there exists a vector field $Y$ in $\Delta^{s}$ such that $d y_{j}(Y(p))=\left(Y y_{j}\right)(p) \neq 0$. By definition of $\Delta^{s}$, the Lie derivative $Y y_{j}$ is a linear combination of nonholonomic derivatives of $y_{j}$ of order not greater than $s$. One of them must be nonzero and so $\operatorname{ord}_{p}\left(y_{j}\right) \leq s=w_{j}$.

To sum up, for any system of local coordinates $\left(y_{1}, \ldots, y_{n}\right)$, we have, up to a reordering, $\operatorname{ord}_{p}\left(y_{j}\right) \leq w_{j}$ (or, without reordering, $\sum_{i=1}^{n} \operatorname{ord}_{p}\left(y_{i}\right) \leq$ $\left.\sum_{i=1}^{n} w_{i}\right)$. The coordinates with the maximal possible order will play an important role in the sequel.

Definition. A system of privileged coordinates at $p$ is a system of local coordinates $\left(z_{1}, \ldots, z_{n}\right)$ such that $\operatorname{ord}_{p}\left(z_{j}\right)=w_{j}$ for $j=1, \ldots, n$.

Notice that privileged coordinates $\left(z_{1}, \ldots, z_{n}\right)$ satisfy

$$
\begin{equation*}
d z_{i}\left(\Delta^{w_{i}}(p)\right) \neq 0, \quad d z_{i}\left(\Delta^{w_{i}-1}(p)\right)=0, \quad i=1, \ldots, n, \tag{9}
\end{equation*}
$$

or, equivalently, $\left.\partial_{z_{i}}\right|_{p}$ belongs to $\Delta^{w_{i}}(p)$ but not to $\Delta^{w_{i}-1}(p)$. Local coordinates satisfying (9) are called linearly adapted coordinates ("adapted" because
the differentials at $p$ of the coordinates form a basis of $T_{p}^{*} M$ dual to the values of an adapted frame). Thus privileged coordinates are always linearly adapted coordinates. The converse is false, as shown in the example below.
Example 3.5. Take $X_{1}=\partial_{x}, X_{2}=\partial_{y}+\left(x^{2}+y\right) \partial_{z}$ in $\mathbb{R}^{3}$. The weights at 0 are $(1,1,3)$ and $(x, y, z)$ are adapted at 0 . But they are not privileged: indeed, the coordinate $z$ is of order 2 at 0 since $\left(X_{2} X_{2} z\right)(0)=1$.
Remark. As it is proposed by Kupka Kup96, one can define privileged functions at $p$ as the smooth functions $f$ on $U$ such that

$$
\operatorname{ord}_{p}(f)=\min \left\{s \in \mathbb{N}: d f\left(\Delta^{s}(p)\right) \neq 0\right\} .
$$

It results from the discussion above that some local coordinates $\left(z_{1}, \ldots, z_{n}\right)$ are a system of privileged coordinates at $p$ if and only if each $z_{i}$ is a privileged function at $p$.

Let us now show how to compute orders using privileged coordinates.
We fix a system of privileged coordinates $\left(z_{1}, \ldots, z_{n}\right)$ at $p$. Given a sequence of integers $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$, we define the weighted degree of the monomial $z^{\alpha}=z_{1}^{\alpha_{1}} \cdots z_{n}^{\alpha_{n}}$ as $w(\alpha)=w_{1} \alpha_{1}+\cdots+w_{n} \alpha_{n}$ and the weighted degree of the monomial vector field $z^{\alpha} \partial_{z_{j}}$ as $w(\alpha)-w_{j}$. The weighted degrees allow to compute the orders of functions and vector fields in a purely algebraic way.

Proposition 3.2. For a smooth function $f$ with a Taylor expansion

$$
f(z) \sim \sum_{\alpha} c_{\alpha} z^{\alpha}
$$

the order of $f$ is the least weighted degree of a monomial appearing in the Taylor series with a nonzero coefficient.

For a vector field $X$ with a Taylor expansion

$$
X(z) \sim \sum_{\alpha, j} a_{\alpha, j} z^{\alpha} \partial_{z_{j}}
$$

the order of $X$ is the least weighted degree of a monomial vector field appearing in the Taylor series with a nonzero coefficient.

In other terms, when using privileged coordinates, the notion of nonholonomic order amounts to the usual notion of vanishing order at some point, only assigning weights to the variables.

Proof. For $i=1, \ldots, n$, we have $\left.\partial_{z_{i}}\right|_{p} \in \Delta^{w_{i}}(p)$. We can then find $n$ vector fields $Y_{1}, \ldots, Y_{n}$ which form an adapted frame at $p$ and such that $Y_{1}(p)=$ $\left.\partial_{z_{1}}\right|_{p}, \ldots, Y_{n}(p)=\left.\partial_{z_{n}}\right|_{p}$. For each $i$, the vector field $Y_{i}$ is of order $\geq-w_{i}$ at $p$ since it belongs to $\Delta^{w_{i}}$. Moreover we have $\left(Y_{i} z_{i}\right)(p)=1$ and $\operatorname{ord}_{p}\left(z_{i}\right)=w_{i}$. Thus $\operatorname{ord}_{p}\left(Y_{i}\right)=-w_{i}$.

Take a sequence of integers $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$. The monomial $z^{\alpha}$ is of order $\geq w(\alpha)$ at $p$ and the differential operator $Y^{\alpha}=Y_{1}^{\alpha_{1}} \cdots Y_{n}^{\alpha_{n}}$ is of order $\geq-w(\alpha)$. Noticing that $\left(Y_{i} z_{j}\right)(p)=0$ if $j \neq i$, we prove easily that $\left(Y^{\alpha} z^{\alpha}\right)(p)=\frac{1}{\alpha_{1} \ldots \ldots \alpha_{n}!} \neq 0$, which implies $\operatorname{ord}_{p}\left(z^{\alpha}\right)=w(\alpha)$.

In the same way, we obtain that, if $z^{\alpha}, z^{\beta}$ are two different monomials and $\lambda, \mu$ two nonzero real numbers, then $\operatorname{ord}_{p}\left(\lambda z^{\alpha}+\mu z^{\beta}\right)=\min (w(\alpha), w(\beta))$. Thus the order of a series is the least weighted degree of monomials actually appearing in it. This shows the result on order of functions.

As a consequence, for any smooth function $f$, the order at $p$ of $\partial_{z_{i}} f$ is $\geq \operatorname{ord}_{p}(f)-w_{i}$. Since moreover $\partial_{z_{i}} z_{i}=1$, we obtain that $\operatorname{ord}_{p}\left(\partial_{z_{i}}\right)$ is equal to $-w_{i}$. The result on the order of vector fields follows.

A notion of homogeneity is also naturally associated to privileged coordinates $\left(z_{1}, \ldots, z_{n}\right)$. We define first a one-parameter group of dilations

$$
\delta_{t}:\left(z_{1}, \ldots, z_{n}\right) \mapsto\left(t^{w_{1}} z_{1}, \ldots, t^{w_{n}} z_{n}\right), \quad t \in \mathbb{R}
$$

Each dilation $\delta_{t}$ is a map from $\mathbb{R}^{n}$ to $\mathbb{R}^{n}$. For $t$ small enough, it can be extended to a map from $U$ to $U$ (the privileged coordinates $z$ are assumed to be defined on the whole $U$ ): just define $\delta_{t}(q)$ as the point in $U$ with coordinates $\delta_{t}(z(q))$, where $z(q)$ are the coordinates of $q$. A dilation $\delta_{t}$ acts also on functions and vector fields by pull-back: $\delta_{t}^{*} f=f \circ \delta_{t}$ and $\delta_{t}^{*} X$ is the vector field such that $\left(\delta_{t}^{*} X\right)\left(\delta_{t}^{*} f\right)=\delta_{t}^{*}(X f)$.

Definition. A function $f$ is homogeneous of degree $s$ if $\delta_{t}^{*} f=t^{s} f$. A vector field $X$ is homogeneous of degree $\sigma$ if $\delta_{t}^{*} X=t^{\sigma} X$.

For a smooth function (resp. for a vector field), this is the same as being a finite sum of monomials (resp. monomial vector fields) of weighted degree $s$. As a consequence, if a function $f$ is homogeneous of degree $s$, then it is of order $s$ at $p$.

A typical degree 1 homogeneous function is the so-called pseudo-norm, defined as:

$$
z \mapsto\|z\|=\left|z_{1}\right|^{1 / w_{1}}+\cdots+\left|z_{n}\right|^{1 / w_{n}} .
$$

When composed with the coordinates function, it is a (non smooth) function of order 1 , that is,

$$
\|z(q)\|=O(d(p, q))
$$

Actually, it results from Proposition 3.2 that the order of a function $f \in$ $C^{\infty}(p)$ is the least integer $s$ such that $f(q)=O\left(\|z(q)\|^{s}\right)$.

Examples of privileged coordinates Of course all the results above on algebraic computation of orders hold only if privileged coordinates do exist. Two types of privileged coordinates are commonly used in the literature.
a. Exponential coordinates. Choose an adapted frame $Y_{1}, \ldots, Y_{n}$ at $p$. The inverse of the local diffeomorphism

$$
\left(z_{1}, \ldots, z_{n}\right) \mapsto e^{z_{1} Y_{1}+\cdots+z_{n} Y_{n}}(p)
$$

defines a system of local privileged coordinates at $p$, called canonical coordinates of the first kind. These coordinates are mainly used in the context of hypoelliptic operator and for nilpotent Lie groups with right (or left) invariant sub-Riemannian structure. The fact that these coordinates are privileged is proved - in different terms - in [RS76.

The inverse of the local diffeomorphism

$$
\left(z_{1}, \ldots, z_{n}\right) \mapsto e^{z_{n} Y_{n}} \circ \cdots \circ e^{z_{1} Y_{1}}(p)
$$

also defines privileged coordinates at $p$, called canonical coordinates of the second kind. They are easier to work with than the one of the first kind. For instance, in these coordinates, the vector field $Y_{n}$ read as $\partial_{z_{n}}$. One can also exchange the order of the flows in the definition to obtain any of the $Y_{i}$ as $\partial_{z_{i}}$. The fact that these coordinates are privileged is proved in Her91] (see also [Mon02]).

Exercise 1. Prove that the diffeomorphism

$$
\left(z_{1}, \ldots, z_{n}\right) \mapsto e^{z_{n} Y_{n}+\cdots+z_{s+1} Y_{s+1}} \circ e^{z_{s} Y_{s}} \cdots \circ e^{z_{1} Y_{1}}(p)
$$

induces privileged coordinates. Show in fact that any "mix" between first and second kind canonical coordinates are privileged coordinates.
b. Algebraic algorithm. There exist also effective constructions of privileged coordinates (the construction of exponential coordinates is not effective in general since it requires to integrate flows). We present here Bellaïche's algorithm (see also [Ste86, AS87]).

1. Choose an adapted frame $Y_{1}, \ldots, Y_{n}$ at $p$.
2. Choose coordinates $\left(y_{1}, \ldots, y_{n}\right)$ centered at $p$ such that $\left.\partial_{y_{i}}\right|_{p}=Y_{i}(p)$.
3. Build privileged coordinates $z_{1}, \ldots, z_{n}$ by the iterative formula: for $j=1, \ldots, n$,

$$
z_{j}=y_{j}+\sum_{k=2}^{w_{j}-1} h_{k}\left(y_{1}, \ldots, y_{j-1}\right)
$$

where, for $k=2, \ldots, w_{j}-1$,

$$
h_{k}\left(y_{1}, \ldots, y_{j-1}\right)=-\sum_{\substack{|\alpha|=k \\ w(\alpha)<w_{j}}} Y_{1}^{\alpha_{1}} \ldots Y_{j-1}^{\alpha_{j-1}}\left(y_{j}+\sum_{q=2}^{k-1} h_{q}(y)\right)(p) \frac{y_{1}^{\alpha_{1}}}{\alpha_{1}!} \cdots \frac{y_{j-1}^{\alpha_{j-1}}}{\alpha_{j-1}!}
$$

where $|\alpha|=\alpha_{1}+\cdots+\alpha_{n}$.
The coordinates $y_{1}, \ldots, y_{n}$ are linearly adapted coordinates. Starting from any system of coordinates, they can be obtained by an affine change of coordinates. Privileged coordinates are obtained from linearly adapted coordinates by expressions of the form

$$
\begin{aligned}
z_{1} & =y_{1} \\
z_{2} & =y_{2}+\operatorname{pol}\left(y_{1}\right) \\
& \vdots \\
z_{n} & =y_{n}+\operatorname{pol}\left(y_{1}, \ldots, y_{n-1}\right),
\end{aligned}
$$

where each pol is a polynomial function without constant nor linear terms. Note that the inverse change of coordinates is also of triangular form, which makes the computation easier.

To prove that these coordinates are actually privileged, the key result is the following lemma.

Lemma 3.3. A function $f$ is of order $\geq s$ at $p$ if and only if

$$
\left(Y_{1}^{\alpha_{1}} \cdots Y_{n}^{\alpha_{n}} f\right)(p)=0
$$

for all $\alpha$ such that $w(\alpha)<s$.
Remark. This lemma seems to be an easy consequence of Proposition 3.2 and of its proof. However, in the latter proposition, existence of privileged coordinates is assumed, whence here the aim is to prove this existence.

Roughly speaking, the idea to obtain $z_{j}$ from $y_{j}$ is the following. For each $\alpha$ with $w(\alpha)<w_{j}$ (and so $\alpha_{j}=\cdots=\alpha_{n}=0$ ), compute $\left(Y_{1}^{\alpha_{1}} \cdots Y_{j-1}^{\alpha_{j-1}} y_{j}\right)(p)$. If it is nonzero, then replace $y_{j}$ by $y_{j}-\left(Y_{1}^{\alpha_{1}} \cdots Y_{j-1}^{\alpha_{j-1}} y_{j}\right)(p) \frac{y_{1}^{\alpha_{1}}}{\alpha_{1}!} \cdots \frac{y_{j-1}^{\alpha_{j-1}}}{\alpha_{j-1}!}$. With the new value of $y_{j},\left(Y_{1}^{\alpha_{1}} \cdots Y_{j-1}^{\alpha_{j-1}} y_{j}\right)(p)=0$.

### 3.3 Nilpotent approximation

Fix a system of privileged coordinates at $p$. We already know that each vector field $X_{i}$ is of order $\geq-1$. Moreover, for at least one coordinate $z_{j}$ among $z_{1}, \ldots, z_{m}$, the derivative $\left(X_{i} z_{j}\right)(p)$ is nonzero (since $d z_{j}\left(\Delta_{p}^{1}\right) \neq 0$ ). This implies that all $X_{i}$ 's are of order -1 .

In $z$ coordinates, $X_{i}$ has a Taylor expansion

$$
X_{i}(z) \sim \sum_{\alpha, j} a_{\alpha, j} z^{\alpha} \partial_{z_{j}}
$$

where $w(\alpha) \geq w_{j}-1$ if $a_{\alpha, j} \neq 0$. Grouping together the monomial vector fields of same weighted degree, we express $X_{i}$ as a series

$$
X_{i}=X_{i}^{(-1)}+X_{i}^{(0)}+X_{i}^{(1)}+\cdots
$$

where $X_{i}^{(s)}$ is a homogeneous vector field of degree $s$.
Proposition 3.4. Set $\widehat{X}_{i}=X_{i}^{(-1)}, i=1, \ldots, m$. The family of vector fields $\widehat{X}_{1}, \ldots, \widehat{X}_{m}$ is a first-order approximation of $X_{1}, \ldots, X_{m}$ at $p$ and generate a nilpotent Lie algebra of step $r=w_{n}$.

Proof. The fact that the vector fields $\widehat{X}_{1}, \ldots, \widehat{X}_{m}$ form a first-order approximation of $X_{1}, \ldots, X_{m}$ results from their construction.

Note further that any homogeneous vector field of degree smaller than $-w_{n}$ is zero (clear in privileged coordinates). Moreover, if $X$ and $Y$ are homogeneous of degree respectively $k$ and $l$, then the bracket $[X, Y]$ is homogeneous of degree $k+l$ because $\delta_{t}^{*}[X, Y]=\left[\delta_{t}^{*} X, \delta_{t}^{*} Y\right]=t^{k+l}[X, Y]$.

Hence, every iterated bracket of the vector fields $\widehat{X}_{1}, \ldots, \widehat{X}_{m}$ of length $k$ (that is, containing $k$ of these vector field) is homogeneous of degree $-k$ and is zero if $k>w_{n}$.

Definition. The family $\left(\widehat{X}_{1}, \ldots, \widehat{X}_{m}\right)$ is called the (homogeneous) nilpotent approximation of $\left(X_{1}, \ldots, X_{m}\right)$ at $p$ associated to the coordinates $z$.

Example 3.6. Consider $X_{1}=\cos \theta \partial_{x}+\sin \theta \partial_{y}, X_{2}=\partial_{\theta}$ in $\mathbb{R}^{3}$ (these vector fields define the kinematic model of a simplified car). At $p=0$, the coordinates $(x, \theta)$ have order 1 and $y$ has order 2 . Since the weights at $p$ are $(1,1,2)$ (just compute the bracket $\left.\left[X_{1}, X_{2}\right]\right),(x, \theta, y)$ is a system of privileged coordinates at 0 . Taking the Taylor expansion of $X_{1}$ and $X_{2}$ in the latter coordinates, we obtain as homogeneous components:

$$
X_{1}^{(-1)}=\partial_{x}+\theta \partial_{y}, \quad X_{1}^{(0)}=0, \quad X_{1}^{(1)}=-\frac{\theta^{2}}{2} \partial_{x}-\frac{\theta^{3}}{3!} \partial_{y}, \quad \ldots
$$

and $X_{2}^{(-1)}=X_{2}=\partial_{\theta}$. Thus the homogeneous nilpotent approximation of $\left(X_{1}, X_{2}\right)$ at 0 in coordinates $(x, \theta, y)$ is:

$$
\widehat{X}_{1}=\partial_{x}+\theta \partial_{y}, \quad \widehat{X}_{2}=\partial_{\theta} .
$$

We check easily that the Lie brackets of length 3 of these vectors are zero: $\left[\widehat{X}_{1},\left[\widehat{X}_{1}, \widehat{X}_{2}\right]\right]=\left[\widehat{X}_{2},\left[\widehat{X}_{1}, \widehat{X}_{2}\right]\right]=0$, so the Lie algebra Lie $\left\{\widehat{X}_{1}, \widehat{X}_{2}\right\}$ is nilpotent of step 2.

The homogeneous nilpotent approximation is not intrinsic to the frame $\left(X_{1}, \ldots, X_{m}\right)$, it depends on the chosen system of privileged coordinates. However, if $\widehat{X}_{1}, \ldots, \widehat{X}_{m}$ and $\widehat{X}_{1}^{\prime}, \ldots, \widehat{X}_{m}^{\prime}$ are the nilpotent approximations associated to two different systems of coordinates, then their Lie algebras $\operatorname{Lie}\left(\widehat{X}_{1}, \ldots, \widehat{X}_{m}\right)$ and $\operatorname{Lie}\left(\widehat{X}_{1}^{\prime}, \ldots, \widehat{X}_{m}^{\prime}\right)$ are isomorphic. If moreover $p$ is a regular point, then $\operatorname{Lie}\left(\widehat{X}_{1}, \ldots, \widehat{X}_{m}\right)$ is isomorphic to the graded nilpotent Lie algebra

$$
\operatorname{Gr}(\Delta)_{p}=\Delta(p) \oplus\left(\Delta^{2} / \Delta^{1}\right)(p) \oplus \cdots \oplus\left(\Delta^{r-1} / \Delta^{r}\right)(p)
$$

Remark. The nilpotent approximation denotes in fact two different objects. Each $\widehat{X}_{i}$ can be seen as a vector field on $\mathbb{R}^{n}$ or as the representation in $z$ coordinates of the vector field $z^{*} \widehat{X}_{i}$ defined on a neighbourhood of $p$ in $M$. It will cause no confusion since the nilpotent approximation is associated to a given system of privileged coordinates.

It is worth to notice the particular form of the nilpotent approximation in privileged coordinates. Indeed, write $\widehat{X}_{i}=\sum_{j=1}^{n} f_{i j}(z) \partial_{z_{j}}$. Since $\widehat{X}_{i}$ is homogeneous of degree -1 and $\partial_{z_{j}}$ of degree $-w_{j}$, the function $f_{i j}$ is a homogeneous polynomial of weighted degree $w_{j}-1$. In particular it can not involve variables of weight greater than $w_{j}-1$, that is,

$$
\widehat{X}_{i}(z)=\sum_{j=1}^{n} f_{i j}\left(z_{1}, \ldots, z_{n_{w_{j}}-1}\right) \partial_{z_{j}} .
$$

The nonholonomic control system $\dot{z}=\sum_{i=1}^{m} u_{i} \widehat{X}_{i}(z)$ associated to the nilpotent approximation is then polynomial and in a triangular form:

$$
\dot{z}_{j}=\sum_{i=1}^{m} u_{i} f_{i j}\left(z_{1}, \ldots, z_{n_{w_{j}}-1}\right) .
$$

Such a form is "easy" to integrate: given the input function $\left(u_{1}(t), \ldots, u_{m}(t)\right)$, it is possible to compute the coordinates $z_{j}$ one after the other, only by computing primitives.

As vector fields on $\mathbb{R}^{n}, \widehat{X}_{1}, \ldots, \widehat{X}_{m}$ generate a sub-Riemannian distance on $\mathbb{R}^{n}$ which is homogeneous with respect to the dilation $\delta_{t}$.

## Lemma 3.5.

(i) The family $\left(\widehat{X}_{1}, \ldots, \widehat{X}_{m}\right)$ satisfies Chow's Condition on $\mathbb{R}^{n}$.
(ii) The growth vector of $\left(\widehat{X}_{1}, \ldots, \widehat{X}_{m}\right)$ at 0 is equal to the one of $\left(X_{1}, \ldots, X_{m}\right)$ at $p$.
Denote by $\widehat{d}$ the sub-Riemannian distance on $\mathbb{R}^{n}$ associated to $\left(\widehat{X}_{1}, \ldots, \widehat{X}_{m}\right)$.
(iii) The distance $\widehat{d}$ is homogeneous of degree 1:

$$
\widehat{d}\left(\delta_{t} x, \delta_{t} y\right)=t \widehat{d}(x, y)
$$

(iv) There exists a constant $C>0$ such that, for all $z \in \mathbb{R}^{n}$,

$$
\frac{1}{C}\|z\| \leq \widehat{d}(0, z) \leq C\|z\|
$$

Proof. Through the coordinates $z$ we identify the neighbourhood $U$ of $p$ in $M$ with a neighbourhood of 0 in $\mathbb{R}^{n}$.

For an iterated bracket $X_{I}=\left[X_{i_{k}}, \ldots,\left[X_{i_{2}}, X_{i_{1}}\right]\right]$ of the vector fields $X_{1}, \ldots, X_{m}$, we denote by $\widehat{X}_{I}=\left[\widehat{X}_{i_{k}}, \ldots,\left[\widehat{X}_{i_{2}}, \widehat{X}_{i_{1}}\right]\right]$ the corresponding bracket of the vector fields $\widehat{X}_{1}, \ldots, \widehat{X}_{m}$, and for $k \geq 1$ we set $\widehat{\Delta}^{k}=\operatorname{span}\left\{\widehat{X}_{I}:|I| \leq\right.$ $k\}$. As noticed in the proof of Proposition 3.4, a bracket $\widehat{X}_{I}$ of length $|I|=k$ is homogeneous of weighted degree $-k$, and by construction of the nilpotent approximation, there holds $X_{I}=\widehat{X}_{I}+$ terms of order $>-k$. It implies

$$
\widehat{X}_{I}(0)=X_{I}(p) \bmod \operatorname{span}\left\{\left.\partial_{z_{j}}\right|_{p}: w_{j}<k\right\}=X_{I}(p) \bmod \Delta^{k-1}(p)
$$

As a consequence, for any integer $k \geq 1$, we have

$$
\begin{equation*}
\operatorname{dim} \widehat{\Delta}^{k}(0)=\operatorname{dim} \Delta^{k}(p) \tag{10}
\end{equation*}
$$

Moreover, if $X_{I_{1}}, \ldots, X_{I_{n}}$ form an adapted frame at $p$, then $\operatorname{rank}\left(\widehat{X}_{I_{1}}, \ldots, \widehat{X}_{I_{n}}\right)(0)=$ $n$, which implies that the determinant of $\left(\widehat{X}_{I_{1}}(0), \ldots, \widehat{X}_{I_{n}}(0)\right)$ is nonzero. Since this determinant is an homogeneous polynomial of weighted degree 0 , it is nonzero everywhere, and then $\operatorname{rank}\left(\widehat{Y}_{1}, \ldots, \widehat{Y}_{n}\right)=n$ on the whole $\mathbb{R}^{n}$, which gives ( $i$ ). Property ( $i i$ ) then results from (10).

As for the property (iii), consider the nonholonomic system $\dot{z}=\sum_{i=1}^{m} u_{i} \widehat{X}_{i}(z)$. Observe that, if $\widehat{\gamma}$ is a trajectory of this system, that is if

$$
\dot{\widehat{\gamma}}(t)=\sum_{i=1}^{m} u_{i} \widehat{X}_{i}(\widehat{\gamma}(t)), \quad t \in[0, T],
$$

then the dilated curve $\delta_{\lambda} \widehat{\gamma}$ satisfies

$$
\frac{d}{d t} \delta_{\lambda} \widehat{\gamma}(t)=\sum_{i=1}^{m} \lambda u_{i} \widehat{X}_{i}\left(\delta_{\lambda} \widehat{\gamma}(t)\right), \quad t \in[0, T] .
$$

Thus $\delta_{\lambda} \widehat{\gamma}$ is a trajectory of the same system, with extremities $\left(\delta_{\lambda} \widehat{\gamma}\right)(0)=$ $\delta_{\lambda}(\widehat{\gamma}(0))$ and $\left(\delta_{\lambda} \widehat{\gamma}\right)(T)=\delta_{\lambda}(\widehat{\gamma}(T))$, and its length equals $\lambda$ length $(\widehat{\gamma})$. This proves the homogeneity of $\widehat{d}$.

Finally, since $\left(\widehat{X}_{1}, \ldots, \widehat{X}_{m}\right)$ satisfies Chow's Condition, the distance $\widehat{d}(0, \cdot)$ is continuous on $\mathbb{R}^{n}$ (see Corollary (2.4). We can then choose a real number $C>0$ such that, on the compact set $\{\|z\|=1\}$, we have $1 / C \leq \widehat{d}(0, z) \leq C$. Both functions $\widehat{d}(0, z)$ and $\|z\|$ being homogeneous of degree 1 , the inequality of Property (iv) follows.

### 3.4 Distance estimates

As it is the case for Riemannian distances, it is impossible - except in very specific cases - to compute analytically a sub-Riemannian distance (it would require to determine all minimizing curves). It is then very important to obtain estimates of the distance, at least locally. In a Riemannian manifold $(M, g)$, the situation is rather simple: in local coordinates $x$ centered at a point $p$, the Riemannian distance $d_{R}$ satisfies:

$$
d_{R}\left(q, q^{\prime}\right)=\left\|x(q)-x\left(q^{\prime}\right)\right\|_{g_{p}}+o\left(\|x(q)\|_{g_{p}}+\left\|x\left(q^{\prime}\right)\right\|_{g_{p}}\right),
$$

where $\|\cdot\|_{g(p)}$ is the Euclidean norm induced by the value $g_{p}$ of the metric $g$ at $p$. This formula has two consequences: first, it shows that the Riemannian distance behaves at the first-order as the Euclidean distance associated to $\|\cdot\|_{g(p)} ;$ secondly, the norm $\|\cdot\|_{g(p)}$ gives explicit estimates of $d_{R}$ near $p$, such as:

$$
\frac{1}{C}\|x(q)\|_{g_{p}} \leq d_{R}(p, q) \leq C\|x(q)\|_{g_{p}}
$$

In sub-Riemannian geometry, two such properties hold, but do not depend on the same function: the first-order behaviour near $p$ is characterized by the distance $\widehat{d}_{p}$ of a nilpotent approximation at $p$, whence explicit local estimates of $d(p, \cdot)$ are given by the pseudo-norm $\|\cdot\|_{p}$, as stated below.

Theorem 3.6. The following statement holds if and only if $z_{1}, \ldots, z_{n}$ are privileged coordinates at $p$ :
there exist constants $C_{p}$ and $\varepsilon_{p}>0$ such that, if $d\left(p, q^{z}\right)<\varepsilon_{p}$, then

$$
\begin{equation*}
\frac{1}{C_{p}}\|z\| \leq d\left(p, q^{z}\right) \leq C_{p}\|z\| \tag{11}
\end{equation*}
$$

(as usual, $q^{z}$ denotes the point near $p$ with coordinates $z$ ).
Corollary 3.7 (Ball-Box Theorem). Expressed in a given system of privileged coordinates, the sub-Riemannian balls $B(p, \varepsilon)$ satisfy, for $\varepsilon<\varepsilon_{p}$,

$$
\operatorname{Box}\left(\frac{1}{C_{p}} \varepsilon\right) \subset B(p, \varepsilon) \subset \operatorname{Box}\left(C_{p} \varepsilon\right),
$$

where $\operatorname{Box}(\varepsilon)=\left[-\varepsilon^{w_{1}}, \varepsilon^{w_{1}}\right] \times \cdots \times\left[-\varepsilon^{w_{n}}, \varepsilon^{w_{n}}\right]$.
Remark. The constants $C_{p}$ and $\varepsilon_{p}$ depend on the base point $p$. Around a regular point $p_{0}$, it is possible to construct systems of privileged coordinates depending continuously on the base point $p$. In this case, the corresponding constants $C_{p}$ and $\varepsilon_{p}$ depend continuously on $p$. This is not true at a singular point. In particular, if $p_{0}$ is singular, the estimate (11) does not hold uniformly near $p_{0}$ : we can not choose the constants $C_{p}$ and $\varepsilon_{p}$ independently on $p$ near $p_{0}$ (see section 4.2 for uniform versions of Ball-Box Theorem).

Ball-Box Theorem is stated in different papers, often under the hypothesis that the point $p$ is regular. As far as I know, two valid proofs exist: in [NSW85] and in [Bel96]. The result also appears without proof in Gro96] and in Ger84], and with erroneous proofs in (Mit85] and in Mon02].

We present here a proof adapted from the one of Bellaïche (our is much simpler because Bellaïche actually proves a more general result, namely (14)). Basically, the idea is to compare the distances $d$ and $\widehat{d}$. The main step is Lemma 3.8 below, which is essential to explain the role of nilpotent approximations in control theory.

Observe first that, by the definition of order, a system of coordinates $z$ is privileged if and only if $d\left(p, q^{z}\right) \geq C s t\|z\|$. What remains to prove is that, if $z$ are privileged coordinates, then $d\left(p, q^{z}\right) \leq C s t\|z\|$.

Fix a point $p \in M$, and a system of privileged coordinates at $p$. Through these coordinates we identify a neighbourhood of $p$ in $M$ with a neighbourhood of 0 in $\mathbb{R}^{n}$. As in the preceding subsection, we denote by $\widehat{X}_{1}, \ldots, \widehat{X}_{m}$ the homogeneous nilpotent approximation of $X_{1}, \ldots, X_{m}$ at $p$ (associated to the given system of privileged coordinates) and by $\widehat{d}$ the induced sub-Riemannian distance on $\mathbb{R}^{n}$. Recall also that $r=w_{n}$ denotes the degree of nonholonomy at $p$.

Lemma 3.8. There exist constants $C$ and $\varepsilon>0$ such that, for any $x_{0} \in \mathbb{R}^{n}$ and any $t \in \mathbb{R}^{+}$with $\tau=\max \left(\left\|x_{0}\right\|, t\right)<\varepsilon$, we have

$$
\|x(t)-\widehat{x}(t)\| \leq C \tau t^{1 / r}
$$

where $x(\cdot)$ and $\widehat{x}(\cdot)$ are trajectories of the nonholonomic systems associated respectively to $X_{1}, \ldots, X_{m}$ and $\widehat{X}_{1}, \ldots, \widehat{X}_{m}$, starting at the same point $x_{0}$, defined by the same control function $u(\cdot)$, and with velocity one (i.e. $\sum_{i} u_{i}^{2} \equiv$ $1)$.

Proof. The first step is to prove that there exists a constant such that $\|x(t)\|$ and $\|\widehat{x}(t)\| \leq C$ st $\tau$ for small enough $\tau$. Let us do it for $x(t)$, the proof is exactly the same for $\widehat{x}(t)$.

The equation of a trajectory of the control system associated to $X_{1}, \ldots, X_{m}$ is

$$
\dot{x}_{j}=\sum_{i=1}^{m} u_{i}\left(f_{i j}(x)+r_{i j}(x)\right), \quad j=1, \ldots, n
$$

where $f_{i j}(x)+r_{i j}(x)$ is of order $\leq w_{j}-1$ at 0 . Thus there exist a constant such that, when $\|x\|$ is small enough, $\left|f_{i j}(x)+r_{i j}(x)\right| \leq C s t\|x\|^{w_{j}-1}$ for any $j=1, \ldots, n$ and any $i=1, \ldots, m$. Note that, along a trajectory starting at $x_{0},\|x\|$ is small when $\tau$ is. If moreover the trajectory has velocity one, which is the case here, we obtain:

$$
\begin{equation*}
\left|\dot{x}_{j}\right| \leq C s t\|x\|^{w_{j}-1} . \tag{12}
\end{equation*}
$$

To integrate this inequality, choose an integer $N$ such that all $N / w_{j}$ are even integers and set $\|\|x\|\|=\left(\sum_{i=1}^{n} x_{i}^{N / w_{i}}\right)^{1 / N}$. The function $\|\|x\|\|$ is equivalent to $\|x\|$ in the norm sense and is differentiable out of the origin. Inequality (12) implies $\left.\frac{d}{d t} \right\rvert\,\|x\| \leq$ Cst, and then, by integration,

$$
\|\mid x(t)\|\|\leq C s t \times t+\| x(0)\|\| \leq C s t \times \tau .
$$

The pseudo-norms |||x||| and $\|x\|$ being equivalent, we obtain, for a trajectory starting at $x_{0},\|x(t)\| \leq C s t \times \tau$ when $\tau$ is small enough.

The second step is to prove $\left|x_{j}(t)-\widehat{x}_{j}(t)\right| \leq C s t \tau^{w_{j}} t$. The function $x_{j}-\widehat{x}_{j}$ satisfies the differential equation

$$
\begin{aligned}
\dot{x}_{j}-\dot{\widehat{x}}_{j} & =\sum_{i=1}^{m} u_{i}\left(f_{i j}(x)-f_{i j}(\widehat{x})+r_{i j}(x)\right), \\
& =\sum_{i=1}^{m} u_{i}\left(\sum_{\left\{k: w_{k}<w_{j}\right\}}\left(x_{k}-\widehat{x}_{k}\right) Q_{i j k}(x, \widehat{x})+r_{i j}(x)\right),
\end{aligned}
$$

where $Q_{i j k}(x, \widehat{x})$ is a homogeneous polynomial of weighted degree $w_{j}-w_{k}-1$. For $\|x\|$ and $\|\widehat{x}\|$ small enough, we have

$$
\left|r_{i j}(x)\right| \leq C s t\|x\|^{w_{j}} \quad \text { and } \quad\left|Q_{i j k}(x, \widehat{x})\right| \leq C s t(\|x\|+\|\widehat{x}\|)^{w_{j}-w_{k}-1} .
$$

By using the inequalities of the first step, we obtain finally, for $\tau$ small enough,

$$
\begin{equation*}
\left|\dot{x}_{j}(t)-\dot{\widehat{x}}_{j}(t)\right| \leq C s t \sum_{\left\{k: w_{k}<w_{j}\right\}}\left|x_{k}(t)-\widehat{x}_{k}(t)\right| \tau^{w_{j}-w_{k}-1}+C s t \tau^{w_{j}} \tag{13}
\end{equation*}
$$

This system of inequalities has a triangular form, it can be integrated iteratively. For $w_{j}=1$, the inequality is $\left|\dot{x}_{j}(t)-\dot{\hat{x}}_{j}(t)\right| \leq C s t \tau$, and so $\left|x_{j}(t)-\widehat{x}_{j}(t)\right| \leq$ Cst $\tau t$. By induction, let $j>n_{1}$ and assume $\left|x_{k}(t)-\widehat{x}_{k}(t)\right| \leq$ Cst $\tau^{w_{k}} t$ for $k<j$. Inequality (13) implies

$$
\left|\dot{x}_{j}(t)-\dot{\widehat{x}}_{j}(t)\right| \leq C s t \tau^{w_{j}-1} t+C s t \tau^{w_{j}} \leq C s t \tau^{w_{j}}
$$

and so $\left|x_{j}(t)-\widehat{x}_{j}(t)\right| \leq C s t \tau^{w_{j}} t$.
Finally,

$$
\|x(t)-\widehat{x}(t)\| \leq \operatorname{Cst} \tau\left(t^{1 / w_{1}}+\cdots+t^{1 / w_{n}}\right) \leq \operatorname{Cst} \tau t^{1 / r}
$$

which completes the proof of the lemma.
Proof of Theorem 3.6. We will show that, for $\left\|x^{0}\right\|$ small enough,

$$
d\left(0, x^{0}\right) \leq 2 \widehat{d}\left(0, x^{0}\right),
$$

and so $d\left(0, x^{0}\right) \leq C s t\left\|x^{0}\right\|$ by Lemma 3.5. As noticed earlier, this proves Theorem 3.6.

Fix $x^{0} \in \mathbb{R}^{n},\left\|x^{0}\right\|<\varepsilon$. Let $\widehat{x}_{0}(t), t \in\left[0, T_{0}\right]$, be a minimizing curve for $\widehat{d}$, having velocity one, and joining $x^{0}$ to 0 . Let $x_{0}(t), t \in\left[0, T_{0}\right]$, be the trajectory of the control system associated to $X_{1}, \ldots, X_{m}$ starting at $x^{0}$ and defined by the same control function than $\widehat{x}_{0}(t)$. Set $x^{1}=x_{0}\left(T_{0}\right)$.

Thus $T_{0}=\widehat{d}\left(0, x^{0}\right)=$ length $\left(x_{0}(\cdot)\right)$. Moreover, by Lemma 3.8,

$$
\left\|x^{1}\right\|=\left\|x_{0}\left(T_{0}\right)-\widehat{x}_{0}\left(T_{0}\right)\right\| \leq C \tau T_{0}^{1 / r}
$$

where $\tau=\max \left(\left\|x^{0}\right\|, T_{0}\right)$. By Lemma [3.5, $T_{0}=\widehat{d}\left(0, x^{0}\right)$ satisfies $T_{0} \geq$ $\left\|x^{0}\right\| / C^{\prime}$, so $\tau \leq C^{\prime} T_{0}$, and

$$
\widehat{d}\left(0, x^{1}\right) \leq C^{\prime}\left\|x^{1}\right\| \leq C^{\prime \prime} \widehat{d}\left(0, x^{0}\right)^{1+1 / r}
$$

with $C^{\prime \prime}=C^{\prime 2} C$.
Choose now $\widehat{x}_{1}(t), t \in\left[0, T_{1}\right]$, a minimizing curve for $\widehat{d}$, having velocity one, and joining $x^{1}$ to 0 . Let $x_{1}(t), t \in\left[0, T_{1}\right]$, be the trajectory of the control system associated to $X_{1}, \ldots, X_{m}$ starting at $x^{1}$ and defined by the
same control function than $\widehat{x}_{1}(t)$. Set $x^{2}=x_{1}\left(T_{1}\right)$. As previously, we have length $\left(x_{1}(\cdot)\right)=\widehat{d}\left(0, x^{1}\right)$ and $\widehat{d}\left(0, x^{2}\right) \leq C^{\prime \prime} \widehat{d}\left(0, x^{1}\right)^{1+1 / r}$.

Iterating this construction, we obtain a sequence $x^{0}, x^{1}, x^{2}, \ldots$ of points such that $\widehat{d}\left(0, x^{k+1}\right) \leq C^{\prime \prime} \widehat{d}\left(0, x^{k}\right)^{1+1 / r}$, and trajectories $x_{k}(\cdot)$ joining $x^{k}$ to $x^{k+1}$ of length equal to $\widehat{d}\left(0, x^{k}\right)$.

By taking $\left\|x^{0}\right\|$ small enough, we can assume $C^{\prime \prime} \widehat{d}\left(0, x^{0}\right)^{1 / r} \leq 1 / 2$. We have then $\widehat{d}\left(0, x^{1}\right) \leq \widehat{d}\left(0, x^{0}\right) / 2, \ldots, \widehat{d}\left(0, x^{k}\right) \leq \widehat{d}\left(0, x^{0}\right) / 2^{k}, \ldots$ As a consequence, $x^{k}$ tends to 0 as $k \rightarrow+\infty$, and putting end to end the curves $x_{k}(\cdot)$, we obtain a trajectory joining $x^{0}$ to 0 of length $\widehat{d}\left(0, x^{0}\right)+\widehat{d}\left(0, x^{1}\right)+\cdots \leq 2 \widehat{d}\left(0, x^{0}\right)$. This implies $d\left(0, x^{0}\right) \leq 2 \widehat{d}\left(0, x^{0}\right)$, and so the theorem.

### 3.5 Approximate motion planning

Given a control system $(\Sigma)$, the motion planning problem is to steer $(\Sigma)$ from an initial point to a final point. For nonholonomic systems, the exact problem is in general unsolvable. However methods exist for particular class of system, in particular for nilpotent (or nilpotentizable) systems. It is then of interest to devise approximate motion planning techniques based on nilpotent approximations. These techniques are Newton type methods, the nilpotent approximation playing the role of the usual linearization.

Precisely, consider a nonholonomic control system

$$
(\Sigma): \quad \dot{x}=\sum_{i=1}^{m} u_{i} X_{i}(x), \quad x \in \mathbb{R}^{n}
$$

and initial and final points $a$ and $b$ in $\mathbb{R}^{n}$. Denote by $\widehat{X}_{1}, \ldots, \widehat{X}_{m}$ a nilpotent approximation of $X_{1}, \ldots, X_{m}$ at $b$. The $k$-step of an approximate motion planning algorithm take the following form ( $x^{k}$ denotes the state of the system, $x^{0}$ being the initial point $a$ ):

1. compute a control law $u(t), t \in[0, T]$, steering the control system associated to $\widehat{X}_{1}, \ldots, \widehat{X}_{m}$ from $x^{k}$ to $b$;
2. compute the trajectory $x(\cdot)$ of $(\Sigma)$ with control law $u(\cdot)$ starting from $x^{k}$;
3. set $x^{k+1}=x(T)$.

The question is the following: is this algorithm convergent? or, at least, locally convergent? The answer to the latter question will be positive, but we need an extra hypothesis on the control law given in point 2 of the algorithm, namely,
(H) there exists a constant $K$ such that, if $x^{k}$ and $b$ are close enough, then

$$
\int_{0}^{T} \sqrt{\sum u_{i}^{2}(t)} d t \leq K \widehat{d}\left(b, x_{k}\right)
$$

Note that a control corresponding to a minimizing curve for $\widehat{d}$ satisfies this condition. Other standards methods using Lie groups (like the one in [LS91]) or based on the triangular form of the homogeneous nilpotent approximation satisfy also this hypothesis.

We can also assume without restriction that the control is normalized, that is, $\sum_{i=1}^{m} u_{i}^{2}(t) \equiv 1$.

The local convergence is then proved in exactly the same way than Theorem 3.6: from Lemmas 3.8 and 3.5, we have $\widehat{d}\left(b, x^{k+1}\right) \leq C^{\prime \prime} T^{1+1 / r}$, and using hypothesis ( H ), we obtain

$$
\widehat{d}\left(b, x^{k+1}\right) \leq C^{\prime \prime} K^{1+1 / r} \widehat{d}\left(b, x_{k}\right)^{1+1 / r}
$$

If $a$ is close enough to $b$, we have, at each step of the algorithm, $\widehat{d}\left(b, x^{k+1}\right) \leq$ $\widehat{d}\left(b, x_{k}\right) / 2$, which proves the local convergence of the algorithm, that is: for each point $b \in M$, there exists a constant $\varepsilon_{b}>0$ such that, if $d(a, b)<\varepsilon_{b}$, then the approximate motion planning algorithm steering the system from a to $b$ converges.

To obtain a globally convergent algorithm, a natural idea is to iterate the locally convergent one. This requires the construction of a finite sequence of intermediate goals $b_{0}=a, b_{1}, \ldots, b_{N}=b$ such that $d\left(b_{i-1}, b_{i}\right)<\varepsilon_{b_{i}}$. However the constant $\varepsilon_{b}$ depends on $b$ and, as already noticed for Theorem 3.6, it is not possible to have a uniform nonzero constant near singular points. Thus this method gives a globally convergent algorithm only when every point is regular.

## 4 Tangent structure

Consider a manifold $M$ endowed with a sub-Riemannian distance $d$ on $M$. The so-defined metric space $(M, d)$ is called a Carnot-Carathéodory space. The object of this section is to describe the local structure of this metric space.

### 4.1 Metric tangent space

A notion of tangent space can be defined for a general metric space. Indeed, in describing the tangent space to a manifold, we usually imagine looking
at smaller and smaller neighbourhoods of a given point, the manifold being fixed. Equivalently, we can imagine looking at a fixed neighbourhood, but expanding the manifold. As noticed by Gromov, this idea can be used for metric spaces.

If X is a metric space with distance $d$, we define $\lambda \mathrm{X}$, for $\lambda>0$, as the metric space with same underlying set than X and distance $\lambda d$. A pointed metric space $(\mathrm{X}, x)$ is a metric space with a distinguished point $x$.

Loosely speaking, a metric tangent space to the metric space $\mathbf{X}$ at $x$ is a pointed metric space $\left(C_{x} \mathrm{X}, y\right)$ such that

$$
\left(C_{x} \mathrm{X}, y\right)=\lim _{\lambda \rightarrow+\infty}(\lambda \mathrm{X}, x) .
$$

Of course, for this definition to make sense, we have to define the limit of pointed metric spaces.

Let us first define the Gromov-Hausdorff distance between metric spaces. Recall that, in a metric space X , the Hausdorff distance H -dist $(A, B)$ between two subsets $A$ and $B$ of X is the infimum of $\rho$ such that any point of $A$ is within a distance $\rho$ of $B$ and any point of $B$ is within a distance $\rho$ of $A$. The Gromov-Hausdorff distance GH-dist $(X, Y)$ between two metric spaces X and Y is the infimum of Hausdorff distances H - $\operatorname{dist}(i(\mathrm{X}), j(\mathrm{Y}))$ over all metric spaces Z and all isometric embeddings $i: \mathrm{X} \rightarrow \mathrm{Z}, j: \mathrm{Y} \rightarrow \mathrm{Z}$.

Thanks to Gromov-Hausdorff distance, one can define the notion of limit of a sequence of pointed metric spaces: $\left(\mathrm{X}_{n}, x_{n}\right)$ converge to $(\mathrm{X}, x)$ if, for any positive $r$,

$$
\mathrm{GH}-\operatorname{dist}\left(B^{\mathrm{X}_{n}}\left(x_{n}, r\right), B^{\mathrm{X}}(x, r)\right) \rightarrow 0 \quad \text { as } n \rightarrow+\infty
$$

where $B^{\curlyvee}(y, r)$ is considered as a metric space, endowed with the distance of $Y$. Note that all pointed metric spaces isometric to ( $\mathrm{X}, x$ ) are also limit of $\left(\mathrm{X}_{n}, x_{n}\right)$. However the limit is unique up to an isometry provided the closed balls around the distinguished point are compact.

Finally, one says that $\left(\mathrm{X}_{\lambda}, x_{\lambda}\right)$ converge to $(\mathrm{X}, x)$ when $\lambda \rightarrow \infty$ if, for every sequence $\lambda_{n},\left(\mathrm{X}_{\lambda_{n}}, x_{\lambda_{n}}\right)$ converge to ( $\mathrm{X}, x$ ).
Definition. A pointed metric space $\left(C_{x} \mathrm{X}, y\right)$ is a metric tangent space to the metric space X at $x$ if $(\lambda \mathrm{X}, x)$ converge to $\left(C_{x} \mathrm{X}, y\right)$ as $\lambda \rightarrow+\infty$. If it exists, it is unique up to an isometry.

For a Riemannian metric space ( $M, d_{R}$ ) induced by a Riemannian metric $g$ on a manifold $M$, metric tangent spaces at a point $p$ exist and are isometric to the Euclidean space $\left(T_{p} M, g_{p}\right)$, that is, the standard tangent space endowed with the scalar product defined by the quadratic form $g_{p}$.

For the Carnot-Carathéodory space $(M, d)$ defined by a sub-Riemannian manifold, the metric tangent space is given by the nilpotent approximation.

Theorem 4.1. A Carnot-Carathéodory space ( $M, d$ ) admits metric tangent spaces $\left(C_{p} M, y\right)$ at every point $p \in M$. The space $C_{p} M$ is a Carnot-Carathéodory space isometric to $\left(\mathbb{R}^{n}, \widehat{d}\right)$, where $\widehat{d}$ is the sub-Riemannian distance associated to a homogeneous nilpotent approximation at $p$.

This theorem is a consequence of a strong version of Theorem 3.6 established by Bellaïche: there exists $C>0$ such that, for $q$ and $q^{\prime}$ in a neighbourhood of $p$,

$$
\begin{equation*}
\left|d\left(q, q^{\prime}\right)-\widehat{d}\left(q, q^{\prime}\right)\right| \leq C \widehat{d}(p, q) d\left(q, q^{\prime}\right)^{1 / r} \tag{14}
\end{equation*}
$$

Intrinsic characterization (i.e. up to a unique isometry) of the metric tangent space can be found in [MM00] and [FJ03].

What is the algebraic structure of $C_{p} M$ ? Of course it is not a linear space in general: for instance, $\widehat{d}$ is homogeneous of degree 1 but with respect to dilations $\delta_{t}$ and not to the usual Euclidean dilations. We will see that $C_{p} M$ has a natural structure of group, or at least of quotient of groups.

Denote by $G_{p}$ the group generated by the diffeomorphisms $\exp \left(t \widehat{X}_{i}\right)$ acting on the left on $\mathbb{R}^{n}$. Since $\mathfrak{g}_{p}=\operatorname{Lie}\left(\widehat{X}_{1}, \ldots, \widehat{X}_{m}\right)$ is a nilpotent Lie algebra, $G_{p}=\exp \left(\mathfrak{g}_{p}\right)$ is a simply connected group, having $\mathfrak{g}_{p}$ as its Lie algebra.

This Lie algebra $\mathfrak{g}_{p}$ splits into homogeneous components

$$
\mathfrak{g}_{p}=\mathfrak{g}^{-1} \oplus \cdots \oplus \mathfrak{g}^{-r}
$$

where $\mathfrak{g}^{-s}$ is the set of homogeneous vector fields of degree $-s$, and so $\mathfrak{g}_{p}$ is a graded Lie algebra. The first component $\mathfrak{g}^{-1}=\operatorname{span}\left\langle\widehat{X}_{1}, \ldots, \widehat{X}_{m}\right\rangle$ generates $\mathfrak{g}_{p}$ as a Lie algebra. All these properties imply that $G_{p}$ is a Carnot groups.

Definition. A Carnot group is a simply connected Lie group whose Lie algebra is graded, nilpotent, and generated by its first component.

Let $\widehat{\xi}_{1}, \ldots, \widehat{\xi}_{m}$ be the elements $\widehat{X}_{1}, \ldots, \widehat{X}_{m}$ of $\mathfrak{g}_{p}$ viewed as right-invariant vector fields on $G_{p}$, that is

$$
\widehat{\xi}(g)=\left.\frac{d}{d t}\left[\exp \left(t \widehat{X}_{i}\right) g\right]\right|_{t=0} .
$$

To $\left(\widehat{\xi}_{1}, \ldots, \widehat{\xi}_{m}\right)$ is associated a right-invariant sub-Riemannian metric and a sub-Riemannian distance $d_{G_{p}}$ on $G_{p}$.

The action of $G_{p}$ on $\mathbb{R}^{n}$ is transitive, since $\left(\widehat{X}_{1}, \ldots, \widehat{X}_{m}\right)$ satisfies Chow's Condition on $\mathbb{R}^{n}$ : the orbit of 0 under the action of $G_{p}$ is the whole $\mathbb{R}^{n}$. The mapping $\phi_{p}: G_{p} \rightarrow \mathbb{R}^{n}, \phi_{p}(g)=g(0)$, is then surjective.
Case $p$ regular.

Proposition 4.2. If $p$ is a regular point, then $\operatorname{dim} G_{p}=n$.
Proof. Let $X_{I_{1}}, \ldots, X_{I_{n}}$ be an adapted frame at $p$. Due to the regularity of $p$, it is also an adapted frame near $p$, so any bracket $X_{J}$ can be written as

$$
X_{J}(z)=\sum_{\left\{i:\left|I_{i}\right| \leq|J|\right\}} a_{i}(z) X_{I_{i}}(z),
$$

where each $a_{i}$ is a function of order $\geq\left|I_{i}\right|-|J|$. By taking the homogeneous terms of degree $-|J|$ in this expression, we obtain

$$
\widehat{X}_{J}(z)=\sum_{\left\{i:\left|I_{i}\right|=|J|\right\}} a_{i}(0) \widehat{X}_{I_{i}}(z),
$$

and so $\widehat{X}_{J} \in \operatorname{span}\left\langle\widehat{X}_{I_{1}}, \ldots, \widehat{X}_{I_{n}}\right\rangle$. Thus $\widehat{X}_{I_{1}}, \ldots, \widehat{X}_{I_{n}}$ is a basis of $\mathfrak{g}_{p}$, and so $\operatorname{dim} G_{p}=n$.

If $p$ is regular, the mapping $\phi_{p}$ is a diffeomorphism. Moreover $\phi_{p_{*}} \widehat{\xi}_{i}=\widehat{X}_{i}$, that is $\phi_{p}$ maps the sub-Riemannian metric associated to $\left(\widehat{\xi}_{1}, \ldots, \widehat{\xi}_{m}\right)$ to the one associated to $\left(\widehat{X}_{1}, \ldots, \widehat{X}_{m}\right)$.
Lemma 4.3. When $p$ is a regular point, the metric tangent space $C_{p} M$ and the Carnot-Carathéodory space $\left(\mathbb{R}^{n}, \widehat{d}\right)$ are isometric to the Carnot group $G_{p}$ endowed with the right-invariant sub-Riemannian distance $d_{G_{p}}$.

Carnot groups are to sub-Riemannian geometry as Euclidean spaces are to Riemannian geometry: the internal operation - addition - is replaced by the law group and the external operation - product by a real number - by the dilations. Indeed, recall that the dilations $\delta_{t}$ act on $\mathfrak{g}_{p}$ as a multiplication by $t^{-s}$ on $\mathfrak{g}^{-s}$; it extends to $G_{p}$ by the exponential mapping. Notice that, when $G_{p}$ is Abelian (i.e. commutative) it has a linear structure and the subRiemannian metric on $G_{p}$ is a Euclidean metric.
General case.
Without hypothesis on $p, G_{p}$ may be of dimension greater than $n$ and when it is the case the map $\phi_{p}$ is not injective. Denoting by $H_{p}=\left\{g \in G_{p}\right.$ : $g(0)=0\}$ the isotropy subgroup of $0, \phi_{p}$ induces a diffeomorphism

$$
\psi_{p}: G_{p} / H_{p} \rightarrow \mathbb{R}^{n}
$$

Beware: $G_{p} / H_{p}$ is in general only a coset space, not a quotient group.
Observe that $H_{p}$ is invariant under dilations, since $\delta_{t} g\left(\delta_{t} x\right)=\delta_{t}(g(x))$. Hence $H_{p}$ is connected and simply connected, and so $H_{p}=\exp \left(\mathfrak{h}_{p}\right)$, where $\mathfrak{h}_{p}$ is the Lie sub-algebra of $\mathfrak{g}_{p}$ containing the vector fields vanishing at 0 :

$$
\mathfrak{h}_{p}=\left\{Z \in \mathfrak{g}_{p}: Z(0)=0\right\} .
$$

As $\mathfrak{g}_{p}, \mathfrak{h}_{p}$ is invariant under dilations and splits into homogeneous components.

Now, the elements $\widehat{X}_{1}, \ldots, \widehat{X}_{m}$ of $\mathfrak{g}_{p}$ acts on the left on $G_{p} / H_{p}=\left\{g H_{p}\right.$ : $\left.g \in G_{p}\right\}$ under the denomination $\bar{\xi}_{1}, \ldots, \bar{\xi}_{m}$ :

$$
\bar{\xi}_{i}(g)=\left.\frac{d}{d t}\left[\exp \left(t \widehat{X}_{i}\right) g H_{p}\right]\right|_{t=0}
$$

These vector fields define a sub-Riemannian metric and a sub-Riemannian distance $\bar{d}$ on $G_{p} / H_{p}$. We clearly have $\psi_{p_{*}} \bar{\xi}_{i}=\widehat{X}_{i}$, so $\psi_{p}$ maps the subRiemannian metric associated to $\left(\bar{\xi}_{1}, \ldots, \bar{\xi}_{m}\right)$ to the one associated to $\left(\widehat{X}_{1}, \ldots, \widehat{X}_{m}\right)$.
Theorem 4.4. The metric tangent space $C_{p} M$ and $\left(\mathbb{R}^{n}, \widehat{d}\right)$ are isometric to the homogeneous space $G_{p} / H_{p}$ endowed with the sub-Riemannian distance $\bar{d}$.

### 4.2 Desingularization and uniform distance estimate

To get rid of singular points, the usual way is to consider a singularity as the projection of a regular object. The algebraic structure of the metric tangent space yields a good way of lifting and projecting Carnot-Carathéodory spaces. We start with nilpotent approximations.

We keep the notations and definitions of the preceding section. At a singular point $p$, we have the following diagram:

$$
\begin{array}{cll}
\left(G_{p}, d_{G_{p}}\right) & & \\
\pi \downarrow & \phi_{p} \searrow \\
\left(G_{p} / H_{p}, \bar{d}\right) & \stackrel{\psi_{p}}{\longrightarrow} & \left(\mathbb{R}^{n}, \widehat{d}\right)
\end{array}
$$

Since the sub-Riemannian metric on $G_{p}$ is a right-invariant, every point in the space $\left(G_{p}, d_{G_{p}}\right)$ is regular. We say that the space $\left(G_{p}, d_{G_{p}}\right)$ is a equiregular. Thus $\left(\mathbb{R}^{n}, \widehat{d}\right)$ is the projection of an equiregular space.

Recall that $\widehat{\xi}_{1}, \ldots, \widehat{\xi}_{m}$ (resp. $\bar{\xi}_{1}, \ldots, \bar{\xi}_{m}$ ) is mapped to $\widehat{X}_{1}, \ldots, \widehat{X}_{m}$ by $\phi_{p}$ (resp. $\psi_{p}$ ). Working in a system of coordinates, we identify $G_{p} / H_{p}$ with $\mathbb{R}^{n}$ and $\bar{\xi}_{i}$ with $\widehat{X}_{i}$. These coordinates $x$ on $\mathbb{R}^{n} \simeq G_{p} / H_{p}$ induce coordinates $(x, z) \in \mathbb{R}^{N}$ on $G_{p}$ and we have:

$$
\begin{equation*}
\widehat{\xi}_{i}(x, z)=\widehat{X}_{i}(x)+\sum_{j=n+1}^{N} b_{i j}(x, z) \partial_{z_{j}} . \tag{15}
\end{equation*}
$$

Consider a trajectory $(x(t), z(t))$ in $G_{p}$ associated to the control $u(t)$, that is

$$
(\dot{x}(t), \dot{z}(t))=\sum_{i=1}^{m} u_{i}(t) \widehat{\xi}_{i}(x, z)
$$

Then $x(t)$ is a trajectory in $\mathbb{R}^{n}$ with the same length:

$$
\operatorname{length}(x(\cdot))=\operatorname{length}((x, z)(\cdot))=\int \sqrt{\sum u_{i}^{2}(t)} d t
$$

It implies that $\widehat{d}$ can be obtained from the sub-Riemannian distance $d_{G_{p}}$ in $G_{p}$ by

$$
\widehat{d}\left(q_{1}, q_{2}\right)=\inf _{\widetilde{q}_{2} \in q_{2} H_{p}} d_{G_{p}}\left(\widetilde{q}_{1}, \widetilde{q}_{2}\right), \quad \text { for any } \widetilde{q}_{1} \in q_{1} H_{p}
$$

or, equivalently, $B^{\widehat{d}}\left(q_{1}, \varepsilon\right)=\phi_{p}\left(B^{d_{G_{p}}}\left(\widetilde{q}_{1}, \varepsilon\right)\right)$.
We will use this idea to desingularize the original space $(M, d)$. Choose for $x$ privileged coordinates at $p$, so that

$$
X_{i}(x)=\widehat{X}_{i}(x)+R_{i}(x) \quad \text { with } \operatorname{ord}_{p} R_{i} \geq 0
$$

Set $\widetilde{M}=M \times \mathbb{R}^{N-n}$, and in local coordinates $(x, z)$ on $\widetilde{M}$, define vector fields on a neighbourhood of $(p, 0)$ as

$$
\xi(x, z)=X_{i}(x)+\sum_{j=n+1}^{N} b_{i j}(x, z) \partial_{z_{j}}
$$

with the same functions $b_{i j}$ than in (15).
We define in this way a nonholonomic system on an open set $\widetilde{U} \subset \widetilde{M}$ which nilpotent approximation at $(p, 0)$ is, by construction, given by $\left(\widehat{\xi}_{1}, \ldots, \widehat{\xi}_{m}\right)$. Unfortunately, $(p, 0)$ can be itself a singular point. Indeed, a point can be singular for a system and regular for the nilpotent approximation taken at this point.
Example 4.1. Take the vector fields $X_{1}=\partial_{x_{1}}, X_{2}=\partial_{x_{2}}+x_{1} \partial_{x_{3}}+x_{1}^{2} \partial_{x_{4}}$ and $X_{3}=\partial_{x_{5}}+x_{1}^{100} \partial_{x_{4}}$ on $\mathbb{R}^{5}$. The origin 0 is a singular point. However the nilpotent approximation at 0 is $\widehat{X}_{1}=X_{1}, \widehat{X}_{2}=X_{2}, \widehat{X}_{3}=\partial_{x_{5}}$, for which 0 is not singular.

To avoid this difficulty, we take a group bigger than $G_{p}$, namely the free nilpotent group $N_{r}$ of step $r$ with $m$ generators. It is a Carnot group and its Lie algebra $\mathfrak{n}_{r}$ is the free nilpotent Lie algebra of step $r$ with $m$ generators. The given of $m$ generators $\alpha_{1}, \ldots, \alpha_{m}$ of $\mathfrak{n}_{r}$ define on $N_{r}$ a right-invariant sub-Riemannian distance $d_{N}$.

The group $N_{r}$ can be thought as a group of diffeomorphisms and so define a left action on $\mathbb{R}^{n}$. Denoting by $J$ the isotropy subgroup of 0 for this action, we obtain that $\left(\mathbb{R}^{n}, \widehat{d}\right)$ is isometric to $N_{r} / J$ endowed with the restriction of the distance $d_{N}$.

By the same reasoning as above, we are able to lift locally the vector fields $\left(X_{1}, \ldots, X_{m}\right)(\Delta, g)$ on $M$ to vector fields on $M \times \mathbb{R}^{\tilde{n}-n}, \widetilde{n}=\operatorname{dim} N_{r}$, having $\alpha_{1}, \ldots, \alpha_{m}$ for nilpotent approximation at $(p, 0)$. And, because $N_{r}$ is free up to step $r$, this implies that $(p, 0)$ is a regular point for the associated nonholonomic system in $M \times \mathbb{R}^{\tilde{n}-n}$. We obtain in this way a result of desingularization.

Lemma 4.5. Let $p$ be a point in $M, r$ the degree of nonholonomy at $p$, $\widetilde{n}=\widetilde{n}(m, r)$ the dimension of the free Lie algebra of step $r$ with $m$ generators, and $\widetilde{M}$ the manifold $\widetilde{M}=M \times \mathbb{R}^{\tilde{n}-n}$.
then there exist a neighbourhood $\widetilde{U} \subset \widetilde{M}$ of $(p, 0)$; a neighbourhood $U \subset M$ of $p$ with $U \times\{0\} \subset \widetilde{U}$; local coordinates $(x, z)$ on $\widetilde{U}$; and smooth vector fields on $\widetilde{U}$ :

$$
\xi(x, z)=X_{i}(x)+\sum_{j=n+1}^{N} b_{i j}(x, z) \partial_{z_{j}}
$$

such that:

- $\xi_{1}, \ldots, \xi_{m}$ satisfy Chow's Condition and has r for degree of nonholonomy everywhere (so its Lie algebra is free up to step r);
- every $\widetilde{q}$ in $\widetilde{U}$ is regular;
- denoting $\pi: \widetilde{M} \rightarrow M$ the canonical projection and $\widetilde{d}$ the sub-Riemannian distance defined by $\xi_{1}, \ldots, \xi_{m}$ on $\widetilde{U}$, we have, for $q \in U$ and $\varepsilon>0$ small enough,

$$
B(q, \varepsilon)=\pi\left(B^{\widetilde{d}}((q, 0), \varepsilon)\right)
$$

or, equivalently,

$$
d\left(q_{1}, q_{2}\right)=\inf _{\widetilde{q}_{2} \in \pi^{-1}\left(q_{2}\right)} \widetilde{d}\left(\left(q_{1}, 0\right), \widetilde{q}_{2}\right) .
$$

Remark. The lemma still holds if we take for $r$ any integer greater than the degree of nonholonomy at $p$.

Thus any Carnot-Carathéodory space is locally the projection of an equiregular Carnot-Carathéodory space. This projection preserves the trajectories, the minimizers, and the distance.

## Application: uniform Ball-Box theorem

The key feature of regular points is the uniformity:

- uniformity of the flag (7);
- uniformity w.r.t. $p$ of the convergence $(\lambda(M, d), p) \rightarrow C_{p} M$ (as explained by Bellaïche [Bel96, Sect. 8], this uniformity is responsible for the group structure of the metric tangent space);
- uniformity of the distance estimates (see Remark page 24).

This last property in particular is essential to compute Hausdorff dimension or to prove the global convergence of approximate motion planning algorithms. Recall what we mean by uniformity in this context: in a neighbourhood of a regular point $p_{0}$, we can construct privileged coordinates depending continuously on the base point $p$ and such that the distance estimate (11) holds with $C_{p}$ and $\varepsilon_{p}$ independent of $p$.

As already noticed, all these uniformity properties are lost at singular points. However, using the desingularization of the sub-Riemannian manifold, it is possible to give a uniform version of the distance estimates.

Let $\Omega \subset M$ be a compact set. We denote by $r_{\max }$ the maximum of the degree of nonholonomy on $\Omega$. We assume that $M$ is an oriented manifold, so the determinant $n$-form det is well-defined.

Given $q \in \Omega$ and $\varepsilon>0$, we consider the families $\mathcal{X}=\left(X_{I_{1}}, \ldots, X_{I_{n}}\right)$ of brackets of length $\left|I_{i}\right| \leq r_{\max }$. On the finite set of these families, we define a function

$$
f_{q, \varepsilon}(\mathcal{X})=\left|\operatorname{det}\left(X_{I_{1}}(q) \varepsilon^{\left|I_{1}\right|}, \ldots, X_{I_{n}}(q) \varepsilon^{\left|I_{n}\right|}\right)\right| .
$$

We say that $\mathcal{X}$ is an adapted frame at $(q, \varepsilon)$ if it achieves the maximum of $f_{q, \varepsilon}$.

The values at $q$ of an adapted frame at $(q, \varepsilon)$ clearly form a basis of $T_{q} M$. Moreover, $q$ being fixed, the adapted frames at $(q, \varepsilon)$ are adapted frames at $q$ for $\varepsilon$ small enough.
Theorem 4.6 (Uniform Ball-Box theorem). There exist positive constants $K$ and $\varepsilon_{0}$ such that, for all $q \in \Omega$ and $\varepsilon<\varepsilon_{0}$, if $\mathcal{X}$ is an adapted frame at ( $q, \varepsilon$ ), then

$$
\operatorname{Box}_{\mathcal{X}}\left(q, \frac{1}{K} \varepsilon\right) \subset B(q, \varepsilon) \subset \operatorname{Box}_{\mathcal{X}}(q, K \varepsilon)
$$

where $\operatorname{Box}_{\mathcal{X}}(q, \varepsilon)=\left\{e^{x_{1} X_{I_{1}}} \circ \cdots \circ e^{x_{n} X_{I_{n}}}(q):\left|x_{i}\right| \leq \varepsilon^{\left|I_{i}\right|}, 1 \leq i \leq n\right\}$.
Of course, $q$ being fixed, this estimate is equivalent to the one of Ball-Box theorem for $\varepsilon$ smaller than some $\varepsilon_{1}(q)>0$. However $\varepsilon_{1}(q)$ can be infinitely close to 0 though the estimate here holds for $\varepsilon$ smaller than $\varepsilon_{0}$, which is independent of $q$.
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